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Open Change Orders

	Open Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	NANC 372
	Bellsouth 11/15/02
	SOA/LSMS Interface Protocol Alternatives
Business Need:
Currently the only interface protocol supported by the NPAC to SOA and NPAC to LSMS interface is CMIP.  The purpose of this change order is to request analysis be done to determine the feasibility of adding other protocol support such as CORBA or XML. The primary reasons for looking into a change would be 1) Performance, and 2) Implementation complexity.
	
	
	TBD

Dec ’02 LNPAWG, discuss this change order in January ’03 in the new arch review meeting.


	TBD
	TBD / TBD

	NANC 388 v2
	NeuStar
5/11/06
	Un-do a “Cancel Pending” SV

Business Need:
As discussed during the May ’06 LNPAWG meeting, a doc-only update needs to be incorporated to correct the behavior of the current implementation of the un-do functionality.
	
	
	See attached.  Change bars indicate new text.
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	N/A
	N/A / N/A

	NANC 396
	LNPA WG

9/9/04
	NPAC Filter Management – NPA-NXX Filters

Business Need:
The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been opened within NPAC.  The NPAC also supports the ability for a SOA/LSMS to manage their own filters over the CMIP interface.  Using this method, however, SOA/LSMS administrators must still wait upon receipt of a new code opening from the NPAC to create a new filter for those cases where they do not want to receive any Subscription Versions for that NPA-NXX.  Because of how the NPAC Filter Management process works in conjunction with the SOA/LSMS implementation options, SOA/LSMS administrators are manually unable to efficiently filter out unnecessary Subscription Versions based on NPA-NXX for the purpose of SOA/LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a SOA/LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their SOA/LSMS.  An unnecessary amount of resources are also spent by the NPAC maintaining these filters for carriers.

Alternatively, a SOA/LSMS could implement an automated mechanism to manage filters over the CMIP interface, based on a local database table (or file).  This table (or file) would contain codes that the SOA/LSMS wishes to filter out.  So, when a new code is opened in NPAC and broadcast to the SOA/LSMS, the automated mechanism could issue a new filter request to the NPAC over the CMIP interface.  The issue with this approach is that it requires every SOA/LSMS (that wishes to use this functionality) to implement this feature.

	TBD
	FRS, IIS
	Func Backwards Compatible:  YES

This Change order proposes that filters may be implemented for an NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA, even before an NXX may exist under that NPA within NPAC.

	N/A
	N/A / N/A

	NANC 396 (con’t)
	Proposed Solution (continued):

Major points/processing flow/high-level requirements:

1. The NPAC will continue to support filters at the NPA-NXX level.
a. The NPAC will keep the existing edit rule where an NPA-NXX must already exist in the NPAC in order to create a filter for that NPA-NXX.

b. The existing NPA-NXX filters will continue to be supported for NPAC personnel to maintain, via the NPAC GUI, for a requesting Service Provider.

c. The existing NPA-NXX filters will continue to be supported across the CMIP interface.

2. The NPAC will add support of filters at the NPA level.
a. The NPAC existing “NPA-NXX must exist” edit rule will NOT apply when creating NPA filters.

b. The new NPA filters will be supported for NPAC personnel to maintain, via the NPAC GUI, for a requesting Service Provider.

c. The new NPA filters will be supported across the CMIP interface (same as the NPA-NXX filter is currently).

d. Once an NPA filter is added, all subordinate NPA-NXX filters will be deleted.

3. Existing filter functionality related to broadcasts will remain in the NPAC (i.e., the NPAC will NOT broadcast data to an LSMS that has a filter for a given NPA or NPA-NXX).

4. No modifications required to local systems (SOA, LSMS).

5. No tunable changes.

6. No report changes.



	
	

	



	
	
	


	
	

	NANC 402
	Nextel

2/9/05
	Validate Code Owner (SPID) Before Opening Code

Business Need:
Refer to separate document (NANC 402 ver zeroDOTone.doc, dated 4/1/05).

	TBD
	TBD
	Func Backwards Compatible:  Yes


	
	

	NANC 408
	T-Mobile

10/20/05
	SPID Migration Automation Change

Business Need:
Refer to separate document (NANC TBD ver zeroDOTone.doc, dated 10/20/05).

	TBD
	TBD
	Func Backwards Compatible:  Yes


	
	

	NANC 411
	NeuStar 04/30/06
	Doc Only Change Order: IIS

The current documentation needs to be updated:

1.  Part II of IIS, SV Create flows in B.5.1.1 and B.5.1.2, object creation notifications include timer type if supported by the SOA, and business type if supported by the SOA.  This is added to the list in step 5.  This is already refected in the GDMO under subscription version NPAC behavior, so no corresponding GDMO change is needed.
2.  Part I of IIS, Section 5.3.4, Recovery.  The current text incorrectly indicates a failure error (two places), and instead should indicate an abort.  “Service Provider and Notification recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message abort is returned.”, and “SWIM based recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message abort is returned.”

Also, add the following text to the SWIM section:
If the Service Provider system returns an invalid ACTION_ID, the NPAC will abort the association.
3.  Part II of IIS, Disconnect flows in B.5.4.1 and B.5.4.2.  A note should be added to clarify the meaning of donor service provider.
NOTE:  The “donor service provider“ is the NPA-NXX Holder, or in cases of a TN within a Number Pool Block, it is the NPA-NXX-X Holder.
4.  NANC 399 data, current status.  The current documentation lists 399 as “inactive in the NPAC”.  This note should be removed from the IIS.

	
	IIS
	Func Backwards Compatible:  YES

Correct the current documentation.


	N/A
	N/A / N/A

	NANC 411 (con’t)
	
	Doc Only Change Order: IIS

5.  Part II of IIS, Exhibit 3, CMIP Error Mapping to NPAC SMS Errors.  Several entries need to be updated with the June ’06 version of the error file.
6.  Part II of IIS, Disconnect flow in B.5.4.1.  The extra M-SET steps should be removed.  The M-SET that indicates “disconnect-pending” is incorrect.  This should be changed to 
“sending”.  The second set of M-SETs should be removed.

	
	IIS
	Func Backwards Compatible:  YES

Correct the current documentation.

	N/A
	N/A / N/A

	NANC 412
	NeuStar 05/31/06
	Doc Only Change Order: FRS

The current documentation needs to be updated:

1.  NANC 399 data, SV Type and Alternative SPID are incorrectly shown in the NPA-NXX-X Data Model (Table 3-13).  These should be removed from here, and placed in the Number Pool Block Data Model instead (Table 3-8).  The change order definition for NANC 399 correctly shows these two items in the Number Pool Block Data Model.
2.  NANC 399 data, SV Type and Alternative SPID, Appendix E: Download File Examples.  These two items should be added to the numberPoolBlock-objectCreation and numberPoolBlock-attributeValueChange.
3.  NANC 352 data, SPID Recovery.  Service Provider specific tunables need to be added to the NPAC Customer Data Model (Table 3-2).  These two items include:  SOA Supports SPID Recovery, LSMS Supports SPID Recovery.  The default for both is FALSE.  These should also be added to the SP data elements requirement (R4-8), and also new requirements to define the tunables (similar to RR6-123, 4, 5).
4.  NANC 399 data, current status.  The current documentation lists 399 as “inactive in the NPAC”.  This note should be removed from the FRS.

	
	FRS
	Func Backwards Compatible:  YES

Correct the current documentation.

For #2, detailed updates attached:
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	N/A
	N/A / N/A

	NANC 412 (con’t)
	
	Doc Only Change Order: FRS (continued)
5.  Appendix E, BDD File for Notifications.  The current documentation does NOT list Business Type and Timer Type for Object Creation Notifications, even though these two attributes are currently sent to the SOA over the CMIP interface.
6.  NANC 138, Definition of Cause Code.  Service Provider specific tunables need to be added to the NPAC Customer Data Model (Table 3-2).  These two items include:  SOA Supports Cancel-Pending to Conflict, LSMS Supports Cancel-Pending to Conflict.  The default for both is FALSE.  These should also be added to the SP data elements requirement (R4-8), and also new requirements to define the tunables (similar to RR6-123, 4, 5).  In order to maintain backwards-compatibility, the return response is slightly different for SOA and LSMS.  SOA:  if true, return on a query and return on a notification; if false, do not return on a query and return a replacement value of “1” on a notification.  LSMS:  if true, return on a query; if false, do not return on a query.

	
	FRS
	Func Backwards Compatible:  YES

For #5, detailed updates attached:
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	N/A
	N/A / N/A

	NANC 413
	NeuStar 05/31/06
	Doc Only Change Order: GDMO
The current documentation needs to be updated:

1.  


	
	GDMO
	Func Backwards Compatible:  YES

Correct the current documentation.


	N/A
	N/A / N/A


Accepted Change Orders

	Accepted Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	
	
	


	
	
	



	
	

	NANC 147
	AT&T

8/27/97
	Version ID Rollover Strategy

Currently there is no strategy defined for rollover if the maximum value for any of the id fields (sv id, lrn id, or npa-nxx id) is reached.  One should be defined so that the vendor implementations are in sync.  Currently the max value used by Lockheed is a 4 byte-signed integer and for Perot it is a 4 byte-unsigned integer. 

Sep 99 LNPA-WG (Chicago), since the version ID for all data is driven by the NPAC SMS, the rollover strategy should be developed by Lockheed.  SPs/vendors can provide input, but from a high level, the requirement is to continue incrementing the version ID until the maximum ([2**31] –1) is achieved, then start over at 1, and use all available numbers at that point in time when a new version ID needs to be assigned (e.g., new SV-ID for a TN).

Dec ’05 comments:  NeuStar provided a list of five record types that could have numbers that roll over (since they come across the interface).  Local vendors have action item to determine if they will have a prob with numbers that come “out of order”.


	High
	FRS
	Func Backwards Compatible:  NO

A strategy on how we look for conflicts for new version id’s must be developed as well as a method to provide warnings when conflicts are found.

Oct 98 LNPAWG (Kansas City), it was requested that we begin discussing this in detail starting with the Jan 99 LNPAWG meeting.  Beth will be providing some information on current data for the ratio of SV-ID to active TNs (so that we can get a feel for how much larger the SV-ID number is compared to the active TNs).

Sep 99 LNPA-WG (Chicago), Lockheed will begin developing a strategy for this.

Jun 00 LNPA-WG (Chicago), AT&T analysis and calculation (using current and projected porting volumes) indicate that a need for a version ID rollover strategy is more than five years away.  Therefore, this change order is removed from R5, and will be discussed internally by NeuStar technical staff.

Jul 00 LNPAWG: NeuStar will track the problem.  It will be a NeuStar internal design.  Change order to stay on open list for possible later Document Only changes.

Jan 06 LNPAWG: Moved to accepted.

	High
	High? / High?

	NANC 147 (con’t)
	
	
	
	
	Mar  06 LNPAWG:  Action IDs and Audit IDs are now expected to rollover in 7 months in the SE Region.  NANC 147 will document the rollover strategy.  There will be no initiative to go to 64 bit IDs..
	
	

	
	
	



	
	
	








	


	

	

	






	
	

	





	
	
	






	
	

	NANC 355
	SBC 4/12/02
	Modification of NPA-NXX Effective Date (son of ILL 77)

Business Need:
When the NPAC inputs an NPA Split requested by the Service Provider and the effective date and/or time of the new NPA-NXX does not match the start of PDP, the NPAC cannot create the NPA Split in the NPAC SMS.  To correct this problem the NPAC can contact the Service Provider and have them delete and re-enter the new NPA-NXX specified by the NPA Split at the correct time, or the NPAC can delete and re-enter the NPA-NXX for the Service Provider.

However, the NPA-NXX may already be associated with the NPA Split at the Local SMS, and the subsequent deletion of the NPA-NXX will cause that specific record to be old time-stamped.  When the NPA-NXX is re-created, that new record will have a different time stamp, and it requires a manual task for the Service Provider to search for new NPA-NXX records which might match the NPA Split.  If identified and corrected, it will be added.  If not identified, it will affect call routing after PDP.


	
	FRS, IIS, GDMO
	Func Backwards Compatible:  NO

This activity would only be allowed by NPAC personnel, via the GUI, to modify the NPA-NXX Effective Date.

At the time of modification request, all existing pending subscription versions must have a due date greater than the new effective date in order for the change to occur.  If one or more pending subscription versions have a due date less than the new effective date, a change would not be made and an error message would be returned to the NPAC user.

It would be the responsibility of the owner of the NPA-NXX to resolve issues of pending versions with due dates prior to the new effective date before a change could be made.

For valid requests, the NPAC will notify the SOA/LSMS of a modified effective date (M-SET). 

Jan ’03 LNPAWG, approved, move to accepted category.
	Med-Low
	TBD / TBD

	NANC 363
	NeuStar 6/14/02
	Lockheed-to-NeuStar private enterprise number: Change to NeuStar registration number.
Business Need:
The current ASN.1 uses the Lockheed Martin private enterprise number.  This needs to be changed to the NeuStar registration number, as was provided by IANA (Internet Assigned Number Authority).

The following three areas in the ASN.1 will be changed:

LNP-OIDS

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheedMartin(103) cis(7) npac(0) iis(0) oids(0)}

lnp-npac OBJECT IDENTIFIER ::=

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheedMartin(103) cis(7) npac(0)}

-- LNP General ASN.1 Definitions

LNP-ASN1

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheed(103) cis(7) npac(0) iis(0) asn1(1)}


	
	ASN.1
	Func Backwards Compatible:  NO

Change the current ASN.1 definition from lockheedMartin (103) to NeuStar (13568). 

Jan ’03 LNPAWG, approved, move to accepted category.  Need to get SOA/LSMS vendor feedback during Feb ’03 LNPAWG meeting.

Feb ’03 LNPAWG, SOA/LSMS vendor feedback.  Colleen Collard (Tekelec), more than a recompile, but LOE is low.  Logistical implementation an issue since non-backwards compatible (for vendors with single platform and different regions with different implementation dates).  Need to consider efficiency of roll-out.  To alleviate this problem would need all regions upgraded at same time.  Burden will be somewhere for someone to support both (either NPAC or vendor side).  This change should be incorporated at the next regular release, and not during it’s own release.
	TBD (change to TBD, since NPAC may support both old and new number.  Would set short sunset
	Low / Low

	NANC 382
	NeuStar 4/4/03
	“Port-Protection” System

(The following is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)

Overview:

The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports that gives end-users the ability to define their portable telephone numbers as “not-portable.”  The NPAC SMS enforces the “not-portable” status of a telephone number so long as it remains in effect.  No Local Service Provider (LSP) can invoke or revoke “port protection” on a working telephone number; end-users completely control the portability of their portable telephone numbers.

Business Need:

Inadvertent porting of working numbers is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that physical plant is operated without failure.  This is because any LSP by mistake may port a telephone number away from that number’s current serving switch.

The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) when the wrong telephone number submitted to NPAC for a conventional inter-SP port, and (2.) when intra-SP ports are not done before a pooled block is created.  There is a similar inadvertent port problem for non-working numbers, but erroneous moves of non-working numbers are not directly service-affecting and are not addressed here.

NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.
	TBD
	FRS, IIS, GDMO, ASN.1
	Interface and Functional Backwards Compatible:  NO

Description of Change:

(The following is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)

See next page.


	TBD
	TBD / TBD

	NANC 382 (con’t)
	Continuation of NANC 382, Port-Protection System, Proposed Resolution section:

-- System Architecture -- 

Changes to the NPAC SMS are required, to establish a table of “Port-Protected TNs” in which portable numbers that no longer can be ported are listed.  A step must be added to the NPAC SMS’s validation process in order to check this new table whenever an inter-SP port or pooled block create is attempted.
  An interface change could be required as well if industry wishes to know when a request’s rejection is due to the involved number being on the “Port Protection” list.

Creation of an IVR system is required, to receive end-user requests for protection of their numbers from porting (or to remove this protection) and to relay the information to the NPAC SMS.  The system would automatically modify the NPAC’s “Port-Protection” tables based on the end-user requests it receives.  Access to the IVR would be through the end-user’s current LSP customer rep.  Any other LSP willing to assist the end-user could be involved.

The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.

The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)

Arrangements for security handshakes must be made in advance with each participating LSP.

A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.

To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.

(con’t)

	NANC 382 (con’t)
	Continuation of NANC 382, Port-Protection System, Proposed Resolution section:

-- System Operation -- 

The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.

The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)

Arrangements for security handshakes must be made in advance with each participating LSP.

A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.

To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.

When the NPAC attempts to create a pending SV or a pooled block, the NPAC will check the “Port Protection” list in its validation process for inter-SP port (including Port-to-Original) and “-X” create requests. 

The “Port Protection” validation does not occur for intra-SP ports.  These may represent inadvertent ports, but validation necessary to determine whether override would be appropriate is not feasible.  The validation occurs for only those deletes that are “Port-to-Original” situations.

(con’t)

	NANC 382 (con’t)
	Continuation of NANC 382, Port-Protection System, Proposed Resolution section:

 -- Process Flow -- 

The end-user contacts an LSP (or an LSP contacts the end-user).  (It is not inherently necessary for there to be Service Provider involvement in this process, but NeuStar is not prepared to operate a system which does not involve LSP participation.)

End-user indicates desire to invoke (or revoke) “Port Protection.”

LSP customer rep places end-user on hold and calls the “Port-Protection” IVR.

LSP provides its pre-assigned ID information to IVR system.  (LSP arrange for security codes before attempting to assist end-users with the “Port-protection” process.)

LSP brings end-user on to the active line and leaves call; end-user interacts with IVR.

Using a standard script, the IVR confirms caller is authorized to make changes to the telephone number account, determines the caller’s name, and lists the telephone number(s) to be added to (or removed from) the “port-protection” table.  The customer may actually enter the TN desired.  The call is recorded.

The IVR system then enters this information into an automated ticket system.

Completion of the ticket automatically sends triggers an update of the NPAC’s “port-protection” table.

In the case of a number that has been entered in the port-protection table, but is no longer assigned to an end-user, the current Service Provider itself can ask that the number be removed from the “port-protection” table.  The provider would have to be recognized by the NPAC as the code/block owner and would have to state that the number is not assigned to an end-user.



	Continuation of NANC 382, “Port-Protection” System

This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below:

Overview:

The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports.  The system makes it possible for end-users to define their portable telephone numbers as “not-portable.”  The NPAC SMS prevents the port of a “not-portable” telephone number (TN) through its automated validation processes.  A Local Service Provider (LSP) can invoke or revoke “port protection” for a working TN, but only at the end-user’s request.

Business Need:

Inadvertent porting of working TNs is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that the physical plant is operated without failure.  This is because another LSP by mistake may port a TN away from that number’s current serving switch. 

The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) the wrong TN is submitted to the NPAC SMS for a conventional inter-SP port, and (2.) intra-SP ports are not done before a thousands-block is created. There are similar inadvertent port scenarios for non-working TNs, but erroneous moves of non-working TNs are not immediately service-affecting and are not addressed here.

NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.
	Interface and Functional Backwards Compatible:  NO

This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below:

Description of Change:

 -- System Architecture -- 

Changes to the NPAC SMS are required to establish a table of “Port Protected” TNs, in which portable numbers that no longer can be ported are listed, and to add a validation step that rejects attempts to port a TN that is on the list.  The validation is performed on the new-SP’s Create message for an inter-SP port, when a thousands block is created, and, optionally, for an intra-SP port.  (The optional intra-SP port validation is invoked on a SPID-specific basis.)   The rejection notification sent when a request fails this NPAC SMS validation will indicate that the TN is on the Port Protection list.  No interface change is required for this rejection message, since a new optional attribute will be added to accommodate the new error text.

LSP requests to add TNs to the Port Protection table are made to the NPAC Help Desk via e-mail (the TNs involved are shown on an Excel attachment to the e-mail message).  LSPs use the same approach to delete TNs from the table.

(con’t)

	NANC 382 (con’t)
	Continuation of NANC 382, Port-Protection System, Proposed Resolution section:

-- System Operation -- 

A TN is added to the NPAC’s Port Protection table when an LSP requests this action.  The same process applies when an LSP requests the removal of a TN from the table.

The NPAC Help Desk accepts requests to change Port Protection table entries only from pre-authorized representatives of an LSP.  (The LSP need not be a facility-based provider.)  A TN may be added to or removed from the “Port Protection” list as often as required.

When the NPAC SMS receives the new SP’s Create request, it will check the Port Protection table during the Pending SV Create validation process for inter-SP ports (including Port-to-Original SV deletes). Optionally
, the validation is performed for intra-SP ports.

The NPAC SMS also will make this validation check in connection with “-X” create requests.
 
The validation is not applied to Modify requests

In the disconnect scenario, the NPAC SMS will check the Port Protection list and, if the TN is found, will remove the involved disconnected ported TN from the list.  This automatic removal of a disconnected TN from the Port Protection list can occur only in the case of a disconnected TN that was ported.  A non-ported TN that is disconnected must be removed from the list by the LSP having the disconnected non-ported TN in its inventory.

(con’t)

	NANC 382 (con’t)
	Continuation of NANC 382, Port-Protection System, Proposed Resolution section:

-- Process Flow -- 

NPAC Help Desk

· The end-user contacts an LSP (or an LSP contacts the end-user). 

· End-user indicates to LSP his desire to invoke (or revoke) “Port Protection.”

· LSP contacts NPAC Help Desk via e-mail to request change.

· The NPAC Help Desk updates the Port Protection table.

NPAC SMS
· NPAC SMS applies the Port Protection validation (1.) to the new-SP Create request of an inter-SP port, (2.) to a Block Creation request, and (3.) optionally at the individual SPID level, to an intra-SP port request.  If the TN is found on the Port Protection list, NPAC SMS rejects the request and indicates that a Port Protection validation failure is the reason for the request’s rejection.

· Disconnect of a ported TN results in automatic removal of the TN from the Port Protection list; disconnect of a non-ported TN requires owning LSP to request the disconnected TN’s removal from the list.

· An LSP’s regional NPAC SMS Profile indicates whether the Port Protection validation should be applied also to its intra-SP port requests.



	382 (cont)
	Nov ’03 LNPAWG, discussion:
The group discussed the high-level steps.  There were a couple of updates that were requested.  These steps will be evaluated once the policy issues/questions are discussed:

1. For intra-ports, let the port go through and keep them on the list.

2. In steps 4.b, no need to look at the list, just allow the Old SP Create to happen.  If they are on the list, then for now, leave it on the list.

3. For step 8, add that this does NOT apply to PTO.

Policy issues/questions:  (at the Jan ’04 LNPAWG, we would discuss if and how, we might Tee this up at NANC).

1. What types/classes of numbers can be placed on the list?  What criteria?  What kind of criteria.

2. Who can put it on the list and remove it from the list?  This is an authorization question.

3. What is the PROCESS for getting them on and off the list?  How mechanically, do you put/remove it on the list.

4. Who can access the list, need a process to access the list.  What is shown when they access the list    (police, other authority)

Other points discussed:

1. Want more than just the IVR way to get numbers on/off the list.

2. Want some type of pre-validation process to “ping” the list and see if someone is on the PPL.

3. Want the ability to audit the list.



	NANC 390
	Qwest

10/16/03
	New Interface Confirmation Messages SOA/LSMS – to - NPAC

Business Need:
Service Provider systems (SOA/LSMS) need to know (in the form of a positive acknowledgement from the NPAC) that the NPAC has received their request message, so the systems (SOA/LSMS) do not unnecessarily resend the message and cause duplicate transactions for the same request.

Based on the current requirements for the NPAC, the NPAC acknowledgement message (generally referred to as "a response to a request" from the SOA/LSMS) is not returned until AFTER the NPAC has completed the activity required by that request.  During heavy porting periods, transactions that require many records to be updated may take longer than normal for a response to be received from the NPAC.  In the case of a delayed response, the SOA/LSMS may abort the association to the NPAC (e.g., after the 15 minute Abort timer expires).  When the association is re-established, the SOA/LSMS may resend messages to the NPAC because they haven’t received a response to the first message and thus believe the NPAC did not receive the original message.  This behavior can lead to a duplicate transaction for the same request thus:  1.) causing a heavy volume of transactions over the NPAC to SOA/LSMS interface, 2.) slowing Porting completion, 3.) causing an increase of Porting costs, 4.) causing duplicate message processing at the NPAC, and 5.) possibly causing manual intervention by NPAC and Service Provider personnel, etc.
	TBD
	FRS, IIS, GDMO, ASN.1
	Func Backwards Compatible:  NO

A new message will be explored during the Nov ’03 LNPAWG meeting.

Additionally, a discussion item needs to occur regarding the possible inclusion of Service Provider profile settings to support this new feature.
	N/A
	N/A  / N/A

	NANC 390 (con’t)
	Nov ’03 LNPAWG, discussion:
Explained the current functionality, and the fact that higher priority transactions will be worked before other requested work, which can cause delays in responses.  In the case where previously submitted work was re-sent to the NPAC, the NPAC may have to re-do work it has already done.

Providers may see a backup in their SOA traffic, thereby causing them to process extra data as well.

A toggle would need to be added for backwards compatibility.  Providers that support the new confirmation message would use the new method/flow, and other providers would continue to use the current method/flow.  There is definitely a benefit to this, but to obtain the benefit would require changes to the SOA as well.

It was agreed that this would be accepted as a change order, and would continue to be worked with the Architecture group in December.

Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.

	NANC 397
	Verizon Wireless and SNET Diversif’d Group
7/28/04
	Large Volume Port Transactions and SOA Throughput

Overview:

Service Providers have voiced concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, the volume of port transactions has increased and will continue to increase in general, and mass changes will need to be made more frequently as well. The consolidations of Carriers and Switches will also generate an increase in the number of Mass Modifications for the update of the Network Data Tables (LIDB, CNAM, CLASS, ISVM and SMSSC).

Business Need:

As wireless service providers are continually managing their networks and load-balancing the traffic and subscribers on them, the need for HLR and DPC database changes may become more frequent and of larger volumes in the future.  For example, the wireless carrier may need to modify LRNs for 100,000 ported in subscribers to effectively change their switch designations.  Ultimately, the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to modify all the records in one evening rather than having to split up the changes over a period of days or weeks. Similarly, Service Providers who have consolidated or have changed business plans need to update the Network Tables in order to ensure proper routing to Database Storage (LIDB, CNAM, etc.).

(continued)
	TBD
	N/A
	Func Backwards Compatible:  YES

The performance impacts to the SOAs, NPAC, and LSMSs need to be determined for large volume ports.

As porting volumes increase, it will be very important for all systems to be capable of reliably receiving downloads while retaining their association under heavier loads.
All systems should be able to maintain their current required availability level under heavy loads.  Large volume porting should not require scheduled downtime.  

The current plan is for service providers to start compiling technology migration forecast estimates and provide this information to Steve Addicks by March ’05.  At that time, the Architecture Team will begin a review of the data (without service provider names) and begin some analysis on next steps.


	TBD
	N/A / N/A

	NANC 397 con’t
	Large Volume Port Transactions and SOA Throughput  (Description section, continued)

Intense coordination is required to effect the changes necessary to properly route the queries associated with these databases, including LERG, LARG and CNARG updates, GTT changes in STPs and end office routing changes.  Additionally, modifications need to be made to the Network Tables in the NPAC and the transaction limitations force such modifications to be spread over weeks and/or months straining the resources of an industry already processing changes on a 24X7 basis. The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using the industry Mass Modification process.  Processing through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers. If something goes wrong and the Service Provider needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports. There is a concern about technology migrations and the current 25K/night operational limitation (originally submitted as PIM 43, and now turned into a change order).  This is not an immediate need, but something that should be planned for the three-five years out timeframe.

The industry Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday. This limitation applies to all service providers requesting a change, so if more than one service provider wishes to make changes on a particular day, the limitation encompasses all service providers wishing to modify records. A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.  

There are also concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other service providers in the region also need to do large modifications at the same time.  

Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.  

Jan 06 – moved to Accepted per LNPAWG discussion

	NANC 400
	NeuStar

1/5/05
	URI Fields

Business Need:
Refer to separate document (NANC 400 ver zeroDOTthree.doc, dated 3/15/05).

	TBD
	TBD
	Func Backwards Compatible:  Yes

Dec 05 – moved to Accepted per LNPAWG discussion
	
	

	NANC 401
	VeriSign

1/13/05
	Separate LSMS Association for OptionalData Fields

Business Need:
Refer to separate document (NANC 401 ver zeroDOTtwo.doc, dated 4/1/05).

	TBD
	TBD
	Func Backwards Compatible:  Yes

Jan 06 – moved to Accepted per LNPAWG discussion
	
	

	NANC 403
	NeuStar

3/30/05
	Only allow Recovery Messages to be sent during Recovery
The current documentation does NOT specifically state that ALL recovery messages should only be sent to the NPAC during recovery (it is currently indicated for notifications and SWIM data).  This change order will clarify the documentation to include ALL data.

This will require some operational changes for Service Providers that utilize Network Data and/or Subscription Data recovery while in normal mode.
	TBD
	TBD
	Func Backwards Compatible:  Yes

The proposed solution is to update the FRS, IIS and GDMO recovery description to indicate that network data and subscription data recovery requests sent during normal mode will be rejected.

No sunset policy will be implemented with this change order.


	
	

	NANC 403

(con’t)
	Proposed Solution:

FRS, new requirements:

Req 1       All Data Recovery Only in Recovery Mode

NPAC SMS shall allow a SOA or LSMS to recover data ONLY in recovery mode.

Req 2       Recovery Restriction Tunable Parameter
NPAC SMS shall provide a Regional Recovery Restriction in Recovery Mode Only tunable parameter which is defined as an indicator on whether or not the restriction of recovery requests only be allowed while in recovery mode is supported by the NPAC SMS for a particular NPAC Region.

Req 3       Recovery Restriction Tunable Parameter Default
NPAC SMS shall default the Regional Recovery Restriction in Recovery Mode Only tunable parameter to TRUE.

Req 4       Recovery Restriction Tunable Parameter Modification
NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Regional Recovery Restriction in Recovery Mode Only tunable parameter.

IIS, section 5.2.1.9, add the following text:

All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).

IIS, section 5.3.4, change the following text:

Service Provider and Notification All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).

GDMO, lnpDownload notification, add the following text in the behavior section:

All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).

Dec 05 – moved to Accepted per LNPAWG discussion.


	
	
	
	
	
	
	
	


Next Documentation Release Change Orders

	Next Documentation Release Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Next Release (TBD) Change Orders

	Next Release (TBD) Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Cancel – Pending Change Orders

	Cancel - Pending Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	ILL 5
	AT&T 10/15/96
	Round-Robin Broadcasts Across LSMS Associations 

The NPAC SMS would support additional LSMS associations and manage the distribution of transactions in a round robin algorithm across the associations.  For example, due to performance conditions a Service Provider may want to start another LSMS association for network/subscription downloads.  The NPAC SMS would accept the association, manage security, and distribute network/subscription PDUs across the 2 or more associations using the round robin algorithm (One unique PDU will be sent over one association only.)

This change order applies to LSMS only.
	Medium Low
	FRS, IIS
	Func Backwards Compatible:  NO

This feature may already be implemented in the Lockheed Martin developed NPAC SMS.

01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.

Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.
	Low
	N/A / High

	NANC 219
	AT&T 6/5/1998
	NPAC Monitoring of SOA/LSMS Associations

It has been requested that NPAC Monitoring of SOA and LSMS associations be put into the NPAC SMS at the application (CMIP) layer.  The approach suggested by the requestor would be to alarm whenever aborts are received or sent by the NPAC.  When these alarms occur, the NPAC Personnel would contact the affected Service Provider to work the problem and ensure the association is brought back up.

From this point forward, this change order will deal with the alarm abort option.  The heartbeat abort option is NANC 299.


	High
	FRS
	Pure Backwards Compatible:  YES

Sep LNPAWG (Seattle), discussed various options for working the problem of dropped associations (i.e., causes partial failures for the new SP trying to activate).

Options include, 

1.)  sending a notification to all SPs that "an SP is currently not associated", then another notifications once it is back up, "all SPs associated".

2.)  stopping an activation request, because an association is down.

3.)  sending a notification to the New SP when an activate is received, that an association is down, "do you still want to activate?".

NEXT STEP:  all SPs should consider issues and potential options for activates during a missing association that will cause a partial failure.

Oct LNPAWG (Kansas City), the conversation migrated away from the three options discussed in Seattle, and back to the NPAC proactively monitoring the association.  This would require the NPAC to provide an attendant notification that a Service Provider is down, then notifying them of their missing association.

(continued)
	Low (alarm abort)

Med (heartbeat abort)

High (ops costs for all options)
	N/A / N/A

	NANC 219

(con't)
	Proposed Solution (continued):

So, anytime the NPAC receives an abort from a Service Provider, an NPAC alarm should be triggered, and an M&P should kick in where NPAC personnel notify the downed SP.

This has been moved into the "Accepted" category, awaiting prioritization.

Refer to R4 Change Orders for current proposed resolution.

01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.

01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.

	NANC 232
	MetroNet

8/14/98
	Web Site for First Port Notifications

Currently all SOAs and LSMSs receive "first port" notifications.  A request has been submitted to provide this information on the NPAC Web Site.

Sep LNPAWG (Seattle).  This change order was introduced by MetroNet as a means for LTI users to obtain "first port" notifications.

The current process does NOT send this information to the LTI user (unlike SPs that have a CMIP-based SOA), but requires the LTI user to "query" the NPAC for notifications contained in the NPAC notification log (for that specific SP).  Currently, this log contains the most recent 25 notifications for that SP.  The user may also generate an NPAC report of all notifications for that SP.

The desire is to have these "first port" notifications on the web, similar to the NPA-NXX openings that are on the web today.


	High
	FRS
	Pure Backwards Compatible:  YES

Sep LNPAWG (Seattle).  This change order was discussed by those in attendance.  It was agreed that this change order was acceptable, and should be moved to the "Future Release CLOSED" List, and await prioritization from the group.

NOTE:  This change order is similar to the existing requirements, R3-10 and R3-11 (Web bulletin board updates of NPA-NXXs and LRNs).

Refer to R4 Change Orders for current proposed resolution.

01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.

01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.


	Low
	N/A / N/A

	NANC 398
	NeuStar

9/27/04
	WSMSC data discrepancy situation with NANC 323 Migration

Business Need:
During a NANC 323 SPID Migration, the only data that is changed is the SPID value (from SPID A to SPID B).  There could be a data consistency situation that arises, when SPID A supports WSMSC data, and SPID B does not support it.

	TBD
	FRS
	Func Backwards Compatible:  TBD

TBD.

Mar ’06 LNPAWG:

From a Jan ’06 Action Item, “NeuStar will check to see if this issue would prevent modification of an SV with this discrepancy, where the new SPID in the migration does not support WSMSC, but the migrated SV has the DPC data for WSMSC populated due to the old SPID supporting the service.”

Resolution:  NeuStar reported that SPID B could still modify the SV, but the WSMSC DPC and SSN would still be broadcast to everyone that supports it.  SPID B could not remove it.  Action Item 0106-01 is closed.


	N/A
	N/A / N/A

	
	
	
	
	
	
	
	


Current Release Change Orders

	Current Release Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	
	
	See Implemented List for details on Release 3.3.


	
	
	
	
	


Summary of Change Orders

	Release # / Target Date
	Change Orders
	Backwards Compatible

	Open
	NANC 372 – SOA/LSMS Interface Protocol Alternatives
NANC 388 v2 – Un-Do a Cancel-Pending SV
NANC 396 –NPAC Filter Management – NPA-NXX Filters


NANC 402 – Validate Code Owner (SPID) Before Opening Code

NANC 408 –SPID Migration Automation Changes

NANC 411 – Doc Only Change Order:  IIS

NANC 412 – Doc Only Change Order:  FRS

NANC 413 – Doc Only Change Order:  GDMO


	

	Accepted
	
NANC 147 – Version ID Rollover Strategy

NANC 193 – TN Processing During NPAC SMS NPA Split Processing



NANC 355 – Modification of NPA-NXX Effective Date (son of ILL 77)
NANC 363 – Lockheed-to-NeuStar private enterprise number
NANC 382 – “Port-Protection” System
NANC 390 – New Interface Confirmation Messages SOA/LSMS – to - NPAC
ion Version Creation and its Activation
NANC 397 – Large Volume Port Transactions and SOA Throughput

NANC 400 – URI Fields

NANC 401 – Separate LSMS Association for OptionalData Fields

NANC 403 –Only allow Recovery Messages to be sent during Recovery


	

	Next Documentation Release
	
	

	Next Release
	
	

	Cancel-Pending
	ILL 5 – Round-Robin Broadcast Across LSMS Associations

NANC 219 – NPAC Monitoring of SOA/LSMS Associations

NANC 232 – Web Site for First Port Notifications

NANC 398 – WSMSC data discrepancy situation with NANC 323 Migration


	

	Current Release
	See Implemented List for details on R3.3
	


� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is “port-protected” since to allow the block’s creation would result in an inadvertent port of these numbers if the block eventually is assigned to another switch.  But the intra-SP porting activity required before creating a contaminated block must be allowed to occur without requiring end-users to temporarily lift the port restrictions on their numbers.  It therefore appears that an exception to the port protection validation is required, to allow a protected number to be intra-SP ported even if the number is “Port Protected.”  Without network data that is unavailable to NPAC today, the NPAC could not reliably determine whether an intra-SP port maintains the telephone number’s association with the same switch from which the number was served before the intra-SP port occurred.  A reasonable compromise appears to suppress the “Port-Protect” check when validating intra-SP ports rather than develop an elaborate validation process to address this scenario more completely.


� A modify of an active SV’s or block’s LRN can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  NeuStar is not proposing the “Port Protect” validation be applied to Modify actions because of the complexity of such validation.


� The validation of intra-SP ports occurs only if the involved SP has indicated in its NPAC SMS profile that this validation is desired.


� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is on the Port Protection list, since to allow the block’s creation would result in an inadvertent port of these numbers when (if) the block eventually is assigned to another switch.  But the intra-SP porting activity, necessary before creating a contaminated block, is allowed to occur without requiring that the port restrictions be lifted from TNs in the block.  This exception to the Port Protection validation is provided in order to allow a TN to be intra-SP ported even if the TN is on the Port Protection list.  The option to include intra-SP ports in the Port Protection validation process is provided at the individual LSP’s request.


� A modify of the LRN in an active SV or block record also can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  However, NeuStar is not proposing the Port Protection validation be applied to Modify actions because of the complexity of such a validation.
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Update Appendix E Download File Examples, Notifications Download File to reflect the SV Type and Alternative SPID attributes in the numberPoolBlock-objectCreation and numberPoolBlock-attributeValueChange notifications:


In the numberPoolBlock-objectCreation notification add the following rows:


		23

		SV Type

		( 0 )  Not present if the service provider does not support the SV Type.  If the service provider supports SV Type the value would be as defined in the Number Pooling Block Holder Information Data Model.



		 24

		Alternative SPID

		( 2020 ) Not present if the service provider does not support the Alternative SPID.  If the service provider supports Alternative SPID but this attribute is not part of the number pool block, the pipes would be empty, otherwise if it were present the value would be as defined in the Number Pooling Block Holder Information Data Model.





In the numberPoolBlock-attributeValueChange notification add the following rows:


		20

		SV Type

		( 0 )  Not present if the service provider does not support the SV Type.  If the service provider supports SV Type the value would be as defined in the Number Pooling Block Holder Information Data Model.



		 21

		Alternative SPID

		( 2020 ) Not present if the service provider does not support the Alternative SPID.  If the service provider supports Alternative SPID but this attribute is not part of the number pool block, the pipes would be empty, otherwise if it were present the value would be as defined in the Number Pooling Block Holder Information Data Model.






_1212844410.doc
From FRS Appendix E – BDD for notifications:


		Explanation of the Potential Notification fields in the Notifications download file



		Notification



		Field Number

		Field Name

		Sample Value



		subscriptionVersionNPAC-ObjectCreation



		1

		Creation TimeStamp

		For example: 19960101155555



		2

		Service Provider ID

		1001



		3

		System Type 

		0



		4

		Notification ID

		1006



		5

		Object ID

		21



		6

		New Service Provider Creation Time Stamp

		20050518231625






		7

		New Service Provider Due Date

		20050530230000






		8

		Old Service Provider Authorization Time Stamp

		



		9

		Old Service Provider Due Date

		



		10

		Old Service Provider Authorization

		



		11

		New Current Service Provider ID

		1001



		12

		Old Service Provider ID

		1003



		13

		Conflict Time Stamp

		



		14

		Status Change Cause Code

		



		15

		Subscription Version Status

		1



		16

		Subscription Timer Type

		0  



		17

		Subscription Business Type

		1  



		18

		Version TN

		3034401000



		19

		Version ID

		1239999909



		subscriptionVersionRangeObjectCreation (* if a consecutive list)



		1

		Creation TimeStamp

		For example: 19960101155555



		2

		Service Provider ID

		1003



		3

		System Type 

		0



		4

		Notification ID

		16



		5

		Object ID

		14



		6

		New Service Provider Creation Time Stamp

		20050518231625






		7

		New Service Provider Due Date

		20050530230000






		8

		Old Service Provider Authorization Time Stamp

		



		9

		Old Service Provider Due Date

		



		10

		Old Service Provider Authorization

		



		11

		New Current Service Provider ID

		0001



		12

		Old Service Provider ID

		1003



		13

		Conflict Time Stamp

		



		14

		Status Change Cause Code

		



		15

		Subscription Version Status

		1



		16

		Subscription Timer Type

		0  



		17

		Subscription Business Type

		1  



		17

		Range Type Format

		1



		18

		Starting Version TN

		3034401000



		19

		Ending Version TN

		3034402000



		20

		Starting Version ID

		1234500001



		21

		Ending Version ID

		1234501002



		subscriptionVersionRangeObjectCreation (* if not a consecutive list)



		1

		Creation TimeStamp

		For example: 19960101155555



		2

		Service Provider ID

		1003



		3

		System Type 

		0



		4

		Notification ID

		16



		5

		Object ID

		14



		6

		New Service Provider Creation Time Stamp

		20050518231625






		7

		New Service Provider Due Date

		20050530230000






		8

		Old Service Provider Authorization Time Stamp

		



		9

		Old Service Provider Due Date

		



		10

		Old Service Provider Authorization

		



		11

		New Current Service Provider

		0001



		12

		Old Service Provider ID

		1003



		13

		Conflict Time Stamp

		



		14

		Status Change Cause Code

		



		15

		Subscription Version Status

		1



		16

		Subscription Timer Type

		0  



		17

		Subscription Business Type

		1  



		18

		Range Type Format

		2



		19

		Starting Version TN

		3034401000



		20

		Ending Version TN

		3034401097



		21

		Variable Field Length

		Indicates the number of dynamic values for the following field (e.g. 98).



		22

		Version ID

		2050505050



		23

		Version ID

		2050505059



		24

		… Version ID “n”

		2050507019
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Future Release Change Orders – Working Copy




Origination Date:  9/17/03


Originator:  Nextel

Change Order Number:  NANC 388

Description:  Un-do a “Cancel-Pending” SV


Cumulative SP Priority, Weighted Average:  3, (7.45)


Functional Backwards Compatible:  NO


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		

		Y

		Y

		Low

		Low-Med

		N/A





Business Need:


Currently there are no requirements in the NPAC that allow a Subscription Version (SV) to be manually changed from “Cancel Pending” status to “Pending” status.  Without any “un-do” functionality, both Service Providers (SPs) must wait for the Cancellation-Initial Concurrence Window and the Cancellation-Final Concurrence Window to expire (nine hours each), let the SV go to Conflict, and then resolve the Conflict or wait for the Conflict Restriction timer (six hours) to expire in order for it to return to “Pending” (when the Cancel Request was initiated by the Old SP).  Alternatively, both SPs could send in cancel requests to the NPAC, at which point the SV would immediately go to “Canceled”, then they could initiate the porting process again.


The current NPAC functionality for a concurred port (where both SPs have sent in Create Requests and the SV is in “Pending” status), then one of the two SPs has sent in a Cancel Request (SV is now in “Cancel Pending” status) is as follows:


1. The New SP initiates the Cancel.  The Old SP concurs with the Cancellation-Initial or the Cancellation-Final Concurrence Requests.  The status will be changed to “Canceled” upon receipt of the cancel concurrence.  Both SPs would have to re-initiate the porting process for this TN.


2. The New SP initiates the Cancel.  The Old SP does not concur with the Cancellation-Initial or the Cancellation-Final Concurrence Requests, the status will be changed to “Canceled” at the expiration of the Final Concurrence expiration.  Both SPs would have to re-initiate the porting process for this TN.


3. The Old SP initiates the Cancel.  The New SP concurs with the Cancellation-Initial or the Cancellation-Final Concurrence Requests.  The status will be changed to “Canceled” upon receipt of the cancel concurrence.  Both SPs would have to re-initiate the porting process for this TN.


4. The Old SP initiates the Cancel.  The New SP does not concur with the Cancellation-Initial or the Cancellation-Final Concurrence Requests, the status will be changed to “Conflict” at the expiration of the Final Concurrence expiration.  The Old SP and New SP must then resolve the conflict, or wait for the Conflict Restriction Window to expire (six hours) for the SV to be eligible to be changed back to “Pending” by the New SP.


In case #4, the porting process could continue after the expiration of the Cancellation Concurrence timers (18 hours), and either the resolution of the conflict (0-6 hours) or waiting for the Conflict timer to expire (6 hours).


Jun ’04 LNPAWG, instead of the previously documented behavior that would include a new CMIP message (retract SV cancel), the recommendation is to extend the usage of the existing modify SV message to include the ability to modify the status from cancel-pending back to pending.  Additional business rules and edits will be added to ensure that only the SP that issued the cancel request is now performing the “un-do” activity.


Description of Change:


The recommendation is for a change to the NPAC functionality, such that an SP that sent up a Cancel Request in error, could “un-do” the request by sending a “modify request” message (using a Subscription Version Modify Action) to the NPAC.


This message would allow the SV to change from a “Cancel Pending” status back to it’s previous status (either “Pending” or “Conflict”).  The NPAC would verify that the SP sending the “modify request” message to the NPAC is the same SP that initiated the Cancel Request (otherwise return an error).


There would not be any restriction on when this new message could be sent (i.e., during the 18 hour window that the SV is in Cancel Pending).


No backwards-compatibility flags needed.  The change in status (from Cancel Pending back to Pending, or from Cancel Pending back to Conflict) can be handled with the existing Status Attribute Value Change.  However, SPs should verify with their SOA vendors that an SAVC that is updating a Cancel Pending SV to a Pending SV or Conflict SV will not be rejected.


In order to use this new functionality, an SP would need to implement a change in their SOA.


Nov ’03 LNPAWG, discussion:

Explained the current functionality, and provided an overview of the desired change.  Vendor action item will be in the LNPAWG action items list.  We will also investigate and discuss the question on the status change after a second cancel request from the Old SP.


Jun ’04 LNPAWG, additional business rules and edits will be added to ensure that only the SP that issued the cancel request is now performing the “un-do” activity using the existing modify SV message.


Major points/processing flow/high-level requirements:


1. An SV is in cancel-pending status.

2. The Service Provider that issued the cancel message to the NPAC, requests the NPAC to “un-do” the cancel request:

a. The Service Provider sends a Subscription Version Modify Action message to the NPAC for an SV in a cancel-pending state.


b. The NPAC validates the message is from the Service Provider that issued the cancel request.


i. If yes, continue.


ii. If no, return an error to the requesting Service Provider, and exit the process.


3. The NPAC changes the status of the SV to it’s previous status (either pending or conflict).


4. The NPAC sends a Status Attribute Value Change notification to the involved Service Providers:


a. New Service Provider receives Status Attribute Value Change notification updating the status to pending or conflict.


b. Old Service Provider receives Status Attribute Value Change notification updating the status to pending or conflict.


Requirements:


Req 1 – Un-Do a Cancel-Pending Subscription Version – Notification


NPAC SMS shall inform both Old and New Service Providers when the status of a Subscription Version is set from cancel-pending back to pending, or from cancel-pending back to conflict for an Inter-Service Provider port.


Req 2 – Un-Do a Cancel-Pending Subscription Version – Request Data


NPAC SMS shall receive the following data from the Old or New Service Provider to identify a Subscription Version to have a cancel request retracted:


Ported TN (or a specified range of numbers)


Subscription Version ID


Version Status (if TN or TN range is specified, must be cancel-pending).

New Version Status (can be only pending, in order for it to be returned to a pending-like status)

Req 2.5 – Un-Do a Cancel-Pending Subscription Version – New Status Specified Error


NPAC SMS shall send an appropriate error message to the originating user that requests a cancellation retraction for a subscription version, if the new version status specified in the request is not pending.


Req 3 – Un-Do a Cancel-Pending Subscription Version – Version Status Error


NPAC SMS shall send an appropriate error message to the originating user that requests a cancellation retraction for a subscription version, if the current version status is not cancel-pending.


Req 5 – Un-Do a Cancel-Pending Subscription Version – Timestamp


NPAC SMS shall set the Subscription Version modification date and time to current upon setting the Subscription Version status back to pending or conflict.


Req 7 – Un-Do a Cancel-Pending Subscription Version – Missing Cancel Error


NPAC SMS shall return an error if a Service Provider sends a cancellation retraction for a subscription version that has not been cancelled by that Service Provider.


Req 8 – Un-Do a Cancel-Pending Subscription Version – Status Change


NPAC SMS shall set the subscription version status to Pending or Conflict, returning the status to the same value as prior to the cancellation that caused it to go into cancel-pending, upon receiving a cancellation retraction from either the Old or New Service Provider for a subscription version with a cancel-pending status (both Service Providers have done a create) for an Inter-Service Provider or Port to original port.


Req 9 – Un-Do a Cancel-Pending Subscription Version Tunable


NPAC SMS shall provide an Un-Do a Cancel-Pending Subscription Version tunable parameter which is defined as the support for providing this functionality within the NPAC SMS.


Req 10 – Un-Do a Cancel-Pending Subscription Version Tunable Default


NPAC SMS shall default the Un-Do a Cancel-Pending Subscription Version tunable parameter to TRUE.


Req 11 – Un-Do a Cancel-Pending Subscription Version Tunable Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Un-Do a Cancel-Pending Subscription Version tunable parameter.


RR5‑12.3
Conflict Resolution New Service Provider Restriction Tunable Parameter


NPAC SMS shall provide long and short Conflict Resolution New Service Provider Restriction tunable parameters which are defined as a number of business hours after the subscription version is initially put into conflict that the NPAC SMS will prevent it from being removed from conflict by the New Service Provider.


Note:    In the case where a subscription version is put into conflict (status is conflict), then cancelled (status is cancel-pending), then cancel un-do (status is returned to conflict), the number of business hours is based on when the subscription version initially went into conflict, not when it is returned back to conflict.

SV Status Change Diagram:


Change the diagram to add an arrow from Cancel-Pending to Pending.  Update table to describe this new arrow.


IIS


No Change Required


A new flow for the NPAC will be added in section B.5, Subscription Version.  New flow is shown below:


B.5.x

Un-Do Cancel-Pending SV Request


This scenario can only be performed when the subscriptionVersionStatus is cancel-pending.
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Step 5 and step 7 will be updated to indicate the new status will be set to either pending or conflict (i.e., returned to the same status as prior to the cancellation that caused it to go into cancel-pending)

GDMO


subscriptionVersionModifyBehavior BEHAVIOUR


    DEFINED AS !


      An SP that sent up a Cancel Request in error, can un-do the cancel request by setting the Subscription status to pending (returning it to the same pending-like status as prior to the cancellation that caused the SV to go into cancel-pending).


This allows the Subscription Version to change from cancel-pending back to pending, or cancel-pending back to conflict.  The NPAC verifies that the SP sending the modify to the NPAC is the same SP that initiated the Cancel Request (otherwise return an error).


There is no restriction on when the modify can be sent during the tunable period of time that the SV is cancel-pending.

!;


ASN.1


SubscriptionModifyData ::= SEQUENCE {


    subscription-lrn [0] LRN OPTIONAL,


    subscription-new-sp-due-date [1] GeneralizedTime OPTIONAL,


    subscription-old-sp-due-date [2] GeneralizedTime OPTIONAL,


    subscription-old-sp-authorization [3] ServiceProvAuthorization OPTIONAL,


    subscription-class-dpc [4] EXPLICIT DPC OPTIONAL,


    subscription-class-ssn [5] EXPLICIT SSN OPTIONAL,


    subscription-lidb-dpc [6] EXPLICIT DPC OPTIONAL,


    subscription-lidb-ssn [7] EXPLICIT SSN OPTIONAL,


    subscription-isvm-dpc [8] EXPLICIT DPC OPTIONAL,


    subscription-isvm-ssn [9] EXPLICIT SSN OPTIONAL,


    subscription-cnam-dpc [10] EXPLICIT DPC OPTIONAL,


    subscription-cnam-ssn [11] EXPLICIT SSN OPTIONAL,


    subscription-end-user-location-value [12] EndUserLocationValue OPTIONAL,


    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL,


    subscription-billing-id [14] BillingId OPTIONAL,


    subscription-status-change-cause-code [15]


        SubscriptionStatusChangeCauseCode OPTIONAL,


    subscription-wsmsc-dpc [16] EXPLICIT DPC OPTIONAL,


    subscription-wsmsc-ssn [17] EXPLICIT SSN OPTIONAL,


    subscription-customer-disconnect-date [18] GeneralizedTime OPTIONAL,


    subscription-effective-release-date [19] GeneralizedTime OPTIONAL,


     new-version-status [20] VersionStatus OPTIONAL

}


SubscriptionModifyInvalidData ::= CHOICE {


    subscription-lrn [0] EXPLICIT LRN,


    subscription-new-sp-due-date [1] EXPLICIT GeneralizedTime,


    subscription-old-sp-due-date [2] EXPLICIT GeneralizedTime,


    subscription-old-sp-authorization [3] EXPLICIT ServiceProvAuthorization,


    subscription-class-dpc [4] EXPLICIT DPC,


    subscription-class-ssn [5] EXPLICIT SSN,


    subscription-lidb-dpc [6] EXPLICIT DPC,


    subscription-lidb-ssn [7] EXPLICIT SSN,


    subscription-isvm-dpc [8] EXPLICIT DPC,


    subscription-isvm-ssn [9] EXPLICIT SSN,


    subscription-cnam-dpc [10] EXPLICIT DPC,


    subscription-cnam-ssn [11] EXPLICIT SSN,


    subscription-end-user-location-value [12] EXPLICIT EndUserLocationValue,


    subscription-end-user-location-type [13] EXPLICIT EndUserLocationType,


    subscription-billing-id [14] EXPLICIT BillingId,


    subscription-status-change-cause-code [15]


          EXPLICIT SubscriptionStatusChangeCauseCode,


    subscription-wsmsc-dpc [16] EXPLICIT DPC,


    subscription-wsmsc-ssn [17] EXPLICIT SSN,


    subscription-customer-disconnect-date [18] EXPLICIT GeneralizedTime,


    subscription-effective-release-date [19] EXPLICIT GeneralizedTime,


    new-version-status [20] EXPLICIT VersionStatus

}











