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1.   Preface

1.1 Purpose of this Document

The purpose of this document is to identify the Turn Up Test Cases to be executed by different Service Providers and/or Vendors during the group phase of Turn Up testing.  Chapter 3 contains a Group Test Case Matrix, which contains all test cases written with the purpose of execution in the group environment.  The matrix also indicates the recommended Test Cases for regression testing against the NPAC software in a group environment.

Actual Entrance and Exit criteria for test execution/completion are an agreement between individual Service Providers and NeuStar, Inc.  Regression Testing is required for each new release of Vendor (SOA and/or LSMS) software as well as each new release of NPAC SMS software.

1.2 Group Testing:

In addition to the Test Cases listed in this Individual Service Provider Test Case Matrix in the NPAC SMS/Individual Service Provider Certification and Regression Test Plan, Service Providers are required to participate in group testing.  Group testing consists of two parts and requires the participation of multiple service providers in the test environment.  

The first phase of group testing is called “Round Robin” testing.  Instructions for the “Round Robin” testing are contained in this section. 

The second phase of group testing consists of testing certain NPAC Turn Up Test Cases in the multiple service provider environment, based on the purpose of the testing.  For example, if the purpose of testing is to re-certify an “Experienced Service Provider with Experienced Vendor” (refer to relationship definitions in section 2 of the NPAC SMS/Individual Service Provider Certification and Regression Test Plan) then Group Testing would consist of the round robin phase as well as test cases identified for group testing for the current release of NPAC software for which they are seeking certification.  If the purpose of testing is to certify a “New Service Provider with New Vendor”, then Group Testing may consist of the round robin phase as well as a suite of test cases selected by the lead NPAC test engineer that should be executed in a group environment in order to certify to the NPAC software.  

1.2.1 Round Robin 

Round Robin testing involves porting a TN from SP1, among the other service providers and back to SP1.  It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC Personnel as a team.

Note:  Three round robin test cases should be performed – success, partial failure, and failure. 

1.2.1.1 Port TN from SP1 to SP2 - 1st time ported TN. 

As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create) for TN TN1. SP1 (SPID1) concurs with the pending port. Next, SP2 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs. 

Note: Since this is a 1st time ported TN, a new NPA-NXX notification  (NPA-NXX for TN1) should be sent to all SOA and LSMSs when the pending port is created. 

NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 

1.2.1.2 Port TN from SP2 to SP3 - previously ported TN. 

As the new service provider, SP3 (SPID3) creates a pending port (newSP-Create) for TN TN1. SP2 concurs with the pending port. Next, SP3 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  

NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 

1.2.1.3 Port TN from SP3 to SP4 - previously ported TN.

 As the new service provider, SP4 (SPID4) creates a pending port (newSP-Create) for TN TN1. SP3 concurs with the pending port. Next, SP4 activates the pending port and the NPAC SMS broadcasts an M-Create to the subscriptionVersion object to all LSMSs.  

NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.

1.2.1.4 Port TN from SP4 to SP1 "port to original" – previously ported TN.

As the new service provider and original owner of the TN, SP1 creates a pending port (newSP-Create) with the "port to original" flag equal to TRUE for TN TN1.  SP4 (SPID1) concurs with the pending port.  Next, SP1 activates the pending port and the NPAC SMS broadcasts an M-Delete for the Subscription Version object to all LSMSs. 

NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report.  Also, the service providers verify the port by issuing queries to the NPAC SMS for the TN and getting a result equivalent to “No Record Found”.

2.   Related Documents:

Additional information can be found in the following documents:

North American Numbering Council (NANC), Functional Requirements Specification, Number Portability Administration Center (NPAC) Service Management System (SMS), Version 3.3.0e.


NPAC SMS Interoperable Specifications, NANC Version 3.3.0.c.

NPAC Release 3.3 Functional Test Cases, Release 3.3.0c

NPAC SMS Individual Service Provider Certification and Regression Test Plan, Version 3.3.0a

With release 3.1a, the NPAC SMS Individual Service Provider Certification and Regression Test Plan was broken into ‘parts’ since the document size was getting too large for the application to function efficiently.  The following chapters are published with that document under the following file names:

	CHAPTER NAME
	FILE NAME

	Chapter 8 Individual Turn Up Test Scenarios Related to NPAC Release 1.
	Cert & Regression Test Plan Chapter 8 thru 3.3.0

	Chapter 9 Individual Turn Up Test Scenarios Related to NPAC Release 2.
	Cert & Regression Test Plan Chapter 9 thru 3..3.0

	Chapter 10 Individual Turn Up Test Scenarios Related to NPAC Release 3.0.X
	Cert & Regression Test Plan Chapter 10 thru 3.3.0

	Chapter 11 Individual Turn Up Test Scenarios Related to NPAC Release 3.1.X
	Cert & Regression Test Plan Chapter 11 thru 3.3.0

	Chapter 12 Individual Turn Up Test Scenarios Related to NPAC Release 3.2.X
	Cert & Regression Test Plan Chapter 12 thru 3.3.0

	Chapter 13 Individual Turn Up Test Scenarios Related to NPAC Release 3.3.X
	Cert & Regression Test Plan Chapter 13 thru 3.3.0


3.   Group Turn Up Test Case Matrix:

This section contains a matrix of all test cases written and defined for Service Provider Turn Up testing in a multiple service provider environment up to and including Release 3.2.  

	
	New Entrant Test Cases
	Re-gression
	SOA
	LSMS

	Test Case Objective
	New SP w/ New Vendor
	Exp SP w/ New Vendor
	New SP w/ Exp Vendor
	Exp SP w/ Exp Vendor
	
	

	Release 1.0 Test Cases

	3.1 Round Robin Testing

	3. SP2SP Testing
	X
	X
	X
	X
	X
	X

	4. Partner Testing – SP1 with SP2
	X
	X
	X
	X
	X
	X

	5. Partner Testing – SP3 with SP4
	X
	X
	X
	X
	X
	X

	6. Performance Testing 

	6.1 Single TN Volume Testing
	Test case procedures incorporated into test case 1.1 from Release 2.0.

	6.2 TN Range Volume Testing
	Test case procedures incorporated into test case 1.3 from Release 2.0.

	6.3 Stability Testing
	




 Removed from Certification Test Plan.

	6.4 Stress Testing
	




 Removed from Certification Test Plan.

	7. Disaster Recovery

	7.1 Scheduled Site Switchover
	Removed from Group phase.  Maps to test case 8.2.1 in Rel 1.0 Individual Certification.

	7.2  Unscheduled Site Switchover
	Removed from Group phase.  Maps to test case 8.2.2 in Rel 1.0 Individual Certification.

	7.3 Scheduled Downtime
	Test Case no longer required.

	8. NPA Splits

	8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success
	
	
	
	X
	X
	X

	8.5.5 Perform Port-to-Original during the Permissive Dialing Period of the NPA Split.– Success
	
	
	
	X
	X
	X

	Release 2.0 Test Cases

	Performance Test Cases

	1.1 Single TN Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)
	




Removed from Certification Test Plan.

	1.2 Single TN Volume Testing with pooled TNs
	




 Removed from Certification Test Plan.

	1.3 TN Range Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)
	




 Removed from Certification Test Plan.

	1.4 TN Range Volume Testing with pooled TNs
	




 Removed from Certification Test Plan.

	Release 2.0 Functional Group Test Cases

	ILL 79 – Group 1 SOA – Service Providers, using their SOA systems, where their SOA Network Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success
	Removed from Group phase.  Test case procedures incorporated intotest case 187-4 from Release 3.2 Individual Certification.

	ILL 79 – Group 2 LSMS – Service Providers, using their LSMS systems, where LSMS Network and Subscription Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success
	Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.

	NANC 48 – Group 1 SOA – ‘Associated’ SPID ‘B’ creates an LRN (at least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ – neither Primary or Associated) SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Function set to ‘ON’, SPID ‘A’ and SPID ‘C’ is configured with their SOA Network Data Download Association Function set to ‘OFF’ and their LSMS Network and Subscription Data Download Association Function is set to ‘ON’ - Success
	Removed from Group phase.  Maps to test case NANC 48-2 in Rel 2.0 Individual Certification.

	NANC 48 – Group 2 NPAC OP GUI – NPAC Personnel create a Service Provider Profile for a New Service Provider in a region where ‘Primary’ and ‘Associated’ Service Providers exist. (At least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ (neither Primary or Associated).  SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function set to ‘ON’ and their LSMS Network and Subscription Data Download Association Function set to ‘ON’.  SPID ‘A’ and SPID ‘C’ are configured with their SOA Network Data Download Association Function set to ‘OFF’.  SPID ‘A’s’ LSMS Network and Subscription Data Download Association Function is set to ‘OFF’.  SPID ‘C’s’ LSMS Network and Subscription Data Download Association Function is set to ‘ON’ – Success
	Removed from Group phase.  Maps to test case NANC 48-3 in Rel 2.0 Individual Certification.

	NANC 48 – Group 3 NPAC OP GUI – NPAC Personal verify that a Service Provider that is functioning properly as neither a Primary nor Associated SPID can function properly as an Associated SPID, be dis-associated from its Primary SPID and again function properly as neither a Primary nor Associated SPID
	Removed from Group phase.  Maps to test case NANC 48-4 in Rel 2.0 Individual Certification.

	Release 3.0 Test Cases

	3. NPA-NXX-X Information

	3.1 Create NPA-NXX-X Information

	3.1.1 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information, where the Block Holder SPID is the same as the Code Holder SPID and must be neither a primary or secondary SPID and the NPAC SMS schedules the Number Pool Block create, and the NPAC SMS activates upon scheduled date and time. The following Service Provider configurations are in place:

1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.

1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.

1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.

1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).

 - Success
	Removed from Group phase.  Maps to test case 3.1.1 in Rel 3.0 Individual Certification.

	3.1.2 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the primary SPID and the Code Holder SPID is the associated SPID. The following Service Provider configurations are in place:

1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.

1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.

1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.

1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).

– Success
	Test Case procedures incorporated into test case 3.1.1 in Rel 3.0 Individual Certification. 

	3.1.3 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the associated SPID and the Code Holder SPID is the primary SPID. The following Service Provider configurations are in place:

1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.

1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.

1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.

1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).

– Success
	Removed from Group phase.  Maps to test case 3.1.3 in Rel 3.0 Individual Certification.

	3.2 Modify NPA-NXX-X Information

	3.2.1 NPAC OP GUI - NPAC Personnel modify the Effective Date of the NPA-NXX-X Information - Success
	Removed from Group phase.  Maps to test case 3.2.1 in Rel 3.0 Individual Certification.

	3.3 Delete NPA-NXX-X Information

	3.3.1 NPAC OP GUI - NPAC Personnel delete NPA-NXX-X Information when subordinate information (Number Pool Block and Subscription Versions) exist, post Effective Date, to 4 LSMSs with the following configurations:

1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.

1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download

1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download

1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download

 - Success
	Removed from Group phase.  Maps to test case 3.3.1 in Rel 3.0 Individual Certification.

	3.3.5 NPAC OP GUI – NPAC Personnel delete NPA-NXX-X Information to 3 LSMSs (2 EDR and 1 non-EDR – all systems completely fail the request) – Success
	Removed from Group phase. Maps to test case 3.3.5 in Release 3.0 Individual Certification.

	3.3.6 NPAC OP GUI - NPAC Personnel re-send a failed NPA-NXX-X de-pool request (3 SPIDs on the Failed-SP-List, 2 EDR and 1 non-EDR - resend to only  1 EDR SPID in the Failed-SP-List, the resend is successful to this one system) - Success
	Removed from Group phase.  Maps to test case 3.3.6 in Rel 3.0 Individual Certification.

	3.3.7 NPAC OP GUI - NPAC Personnel re-send a partially-failed NPA-NXX-X de-pool request (1 Service Provider is in the Failed-SP-List - resend to the only Service Provider (a non-EDR LSMS) in the Failed-SP-List, the resend is successful to this one system) – Success
	Removed from Group phase.  Maps to test case 3.3.7 in Rel 3.0 Individual Certification.

	4. Block Information

	4.1 Create Block Information

	4.1.1 SOA - Service Provider Personnel create a non-contaminated Number Pool Block – Success.
	Removed from Group phase.  Maps to test case 4.1.1 in  Release 3.0 Individual Certification.

	4.1.2 NPAC OP GUI - NPAC Personnel schedule a Number Pool Block Create for a contaminated Block to be run at a future date, and the NPAC SMS activates upon scheduled date and time – Success
	Removed from Group phase.  Maps to test case 4.1.2 in Release 3.0 Individual Certification.

	4.1.5 SOA - Service Provider Personnel attempt to create a Number Pool Block when ‘pending-like, no-active’ Subscription Versions exist – Error
	Removed from Group phase.  Maps to test case 4.1.5 in Release 3.0 Individual Certification.

	4.1.6 NPAC OP GUI - NPAC Personnel re-schedule a Number Pool Block Create Event to run immediately.  The initial Number Pool Block Create Request that was initiated by the NPA-NXX-X Holder SOA has failed due to ‘pending-like, no active’ Subscription Versions. – Success
	Removed from Group phase.  Maps to test case 4.1.6 in Rel 3.0 Individual Certification.

	4.1.8 SOA - Service Provider Personnel create a Number Pool Block - (to at least 3 LSMSs – at least 1 EDR and 2 non-EDR) that results in a Full Failure – Success
	Removed from Group phase.  Maps to test case 4.1.8 in Rel 3.0 Individual Certification.

	4.1.9 NPAC OP GUI - NPAC Personnel re-send a full failure Number Pool Block create to 1 LSMS (1 EDR ) resulting in success (2 non-EDR systems are still on the Failed SP List) – Success
	Removed from Group phase.  Maps to test case 4.1.9 in Rel 3.0 Individual Certification.

	4.1.10 NPAC OP GUI - NPAC Personnel perform a resend of a previously ‘partial failure’ Number Pool Block to all Service Providers in the Failed SP List (2 non-EDR) – Success
	Removed from Group phase.  Maps to test case 4.1.10 in Rel 3.0 Individual Certification.

	4.1.11 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure - Success
	Removed from Group phase.  Maps to test case 4.1.11 in Rel 3.0 Individual Certification.

	4.1.13 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 1 EDR system fails) – Success
	Removed from Group phase.  Maps to test case 4.1.13 in Rel 3.0 Individual Certification.

	4.1.14 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 2 EDR systems fails) – Success
	Removed from Group phase.  Maps to test case 4.1.14 in Rel 3.0 Individual Certification.

	4.2 Modify Block Information

	4.2.1 SOA- Service Provider Personnel modify an active Number Pool Block with the SOA Origination Indicator set to FALSE (and contains Subscription Versions with LNP Types of ‘POOL’, ‘LISP’ and ‘LSPP’) for at least 4 LSMSs (2 non-EDR and 2 EDR). – Success
	Removed from Group phase.  Maps to test case 4.2.1 in Release 3.0 Individual Certification.

	4.2.2 SOA – Service Provider Personnel modify the LRN for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Full Failure – Success
	Removed from Group phase.  Maps to test case 4.2.2 in Release 3.0 Individual Certification.

	4.2.3 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Partial Failure - Success
	Removed from Group phase.  Maps to test case 4.2.3 in Release 3.0 Individual Certification.

	4.2.4 NPAC OP GUI - NPAC Personnel re-send a failed Number Pool Block Modify Request for both EDR and non-EDR LSMSs – Success
	Removed from Group phase.  Maps to test case 4.2.4 in Release 3.0 Individual Certification.

	4.2.9 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (1 EDR and 3 non-EDR systems) resulting in Partial Failure (2 non-EDR systems fail two different TNs, the EDR system and one non-EDR system is successful) – Success
	Removed from Group phase.  Maps to test case 4.2.9 in Release 3.0 Individual Certification.

	4.2.10 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 1 EDR system fails) – Success
	Removed from Group phase.   Maps to test case 4.2.10 in Release 3.0 Individual Certification.

	4.2.11 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 2 EDR systems fail) – Success
	Removed from Group phase.  Maps to test case 4.2.11 in Release 3.0 Individual Certification Testing.

	5. Mass Updates

	5.1 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the LRN, specifying no restriction on LNP Type, and a TN range of 10,000 numbers that contains: 

one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’ Subscription Versions  for another Service Provider

one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’ only.

one complete Number Pool Block which is not owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’  Subscription Versions for the requesting Service Provider

Subscription Versions owned by both the requesting Service Provider and another Service Provider that are in neither Number Pool Block. 

– Success 
	Removed from Group phase.  Maps to test case 5.1 in Release 3.0 Individual Certification.

	5.2 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the CNAM DPC and SSN values, specifying no restriction on LNP Type, and a TN range that encompasses one complete block, using the Old NPA-NXX that is part of an NPA Split currently in Permissive Dialing Period (PDP). – Error
	Removed from Group phase.  Maps to test case 5.2 in Release 3.0 Individual Certification.

	5.5 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the CLASS DPC and SSN values, specifying no restriction on LNP Type, and a TN range that completely includes a Number Pool Block as well as Subscription Versions outside of the 1K Block, that are owned by the requesting Service Provider. – Success
	Removed from Group phase.  Maps to test case 5.5 in Release 3.0 Individual Certification.

	5.6 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the ISVM DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block, at least one but not all EDR LSMS(s) fail the request. – Success
	Removed from Group phase.  Maps to test case 5.6 in Release 3.0 Individual Certification.

	5.7 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the LIDB DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block that is owned by the requesting Service Provider as well as intersects a subset of another Number Pool Block that is not owned by the requesting Service Provider.  – Success
	Removed from Group phase.  Maps to test case 5.7 in Release 3.0 Individual Certification.

	6. Subscription Version Management

	6.2 Subscription Version Create Test Cases

	6.2.10 SOA - Service Provider Personnel submit an Activate request for a ‘pending’ Intra-Service Provider Subscription Version by the Code Holder, prior to the NPA-NXX-X Effective Date – Success
	Removed from Group phase.  Maps to test case 6.2.10 in Release 3.0 Individual Certification.

	6.2.11 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Activate request, after the Block existence – Success
	Removed from Group phase.  Maps to test case 6.2.11 in Release 3.0 Individual Certification.

	6.2.12 SOA - Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success
	Removed from Group phase.  Maps to test case 6.2.12 in Release 3.0 Individual Certification.

	6.2.13 NPAC OP GUI - NPAC Personnel submit a resend for a ‘failed’ Port-to-Original Activate request and all LSMSs process the re-send – Success
	Removed from Group phase.  Maps to test case 6.2.13 in Release 3.0 Individual Certification.

	6.2.15 NPAC OP GUI - NPAC Personnel create an Inter-Service Provider Subscription Version for the New Service Provider, where the currently active SV exists for another Service Provider, after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Success
	Removed from Group phase.  Maps to test case 6.2.15 in Release 3.0 Individual Certification.

	6.2.16 SOA – Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success
	Removed from Group phase.  Maps to test case 6.2.16 in Release 3.0 Individual Certification.

	6.5 Subscription Version Disconnect Test Cases

	6.5.1 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LISP’, after the Block existence – Success
	Removed from Group phase.  Maps to test case 6.5.1 in Release 3.0 Individual Certification.

	6.5.2 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LSPP’, after the Block existence, and the NPAC SMS disconnects upon scheduled date and time – Success
	Removed from Group phase.  Maps to test case 6.5.2 in Release 3.0 Individual Certification.

	6.5.3 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success
	Removed from Group phase.  Maps to test case 6.5.3 in Release 3.0 Individual Certification.

	6.5.5 NPAC OP GUI - NPAC Personnel resend a ‘partial failure’ disconnect request and all LSMSs respond – Success
	Removed from Group phase.  Maps to test case 6.5.5 in Release 3.0 Individual Certification.

	6.5.6 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, after the Block Activation Date, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success
	Removed from Group phase.  Maps to test case 6.5.6 in Release 3.0 Individual Certification.

	8. Resynchronization

	8.1 LSMS – Service Provider Personnel for an EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success
	Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.

	8.2 LSMS - Service Provider Personnel for a non-EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success
	Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2.

	8.3 SOA - Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s NPAC Customer SOA NPA-NXX-X Indicator set to TRUE. - Success
	Removed from Group phase.  Test case procedures incorporated into test case 187-4 from Release 3.2.

	9. Audits

	9.1 SOA - Service Provider Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, no discrepancies exist. - Success
	Removed from Group phase.  Maps to test case 9.1 in Release 3.0 Individual Certification.

	9.2 NPAC OP GUI - NPAC Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, discrepancies exist. - Success
	Removed from Group phase.  Maps to test case 9.2 in Release 3.0 Individual Certification.

	9.3 SOA - Service Provider Personnel initiate a full audit for a range of TNs, with LNP Type = POOL, LISP and LSPP, for all Service Providers, no discrepancies exist. - Success
	Removed from Group phase.  Maps to test case 9.3 in Release 3.0 Individual Certification.

	9.4 SOA - Service Provider Personnel initiate a full audit for a range TNs, with LNP Type = POOL, LISP, and LSPP, for all Service Providers, discrepancies exist. - Success
	Removed from Group phase.  Maps to test case 9.4 in Release 3.0 Individual Certification.

	9.5 SOA - Service Provider Personnel initiate a full audit based on TN range for all Service Providers, (a block indicated by the TN Range entry has a status of ‘sending’), no discrepancies exist. - Success
	Removed from Group phase.  Maps to test case 9.5 in Release 3.0 Individual Certification.

	Release 3.1 Test Cases

	Release 3.1 Performance Test Cases - Refer to section number 6.1.5 within Chapter 6 of this document

	1.
5000 New Service Provider Creates, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.


	



 Removed from Certification Test Plan.

	2.
5000 Old Service Providers Creates on the same TNs as used in Item 1, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible. 


	



 Removed from Certification Test Plan.

	3.
Modification of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, first bullet, of the Testing Approach section).  Each Service Provider (Old and New) should modify half of the subscription versions (2500 each).  They should each submit the modify requests as 2 ranges of 1000 and 1 range of 500, if possible, otherwise submitted in the most efficient, fastest manner possible.


	



 Removed from Certification Test Plan.

	4.
Activation of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, second bullet, of the Testing Approach section), submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.


	




 Removed from Certification Test Plan.

	Release 3.1 Functional Group Test Cases

	7.1 SOA - Old SP Personnel create a range of Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to the value they will use in production. New SP does not submit their create request. Initial and Final Concurrence Windows Expire. – Success
	Removed from Group phase.  Maps to test case 2.1 in Release 3.1 Individual Certification.

	7.2 SOA – Service Provider Personnel activate a range of 1000 Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite create process the range is submitted as two smaller ranges, each with unique DPC/SSN data but the TNs used in the ranges are contiguous and the SVIDs assigned by the NPAC SMS are contiguous. The activate request is submitted as one range. At least one LSMS does not respond to the activate request, resulting in a partial failure. The re-send is successful. – Success
	Removed from Group phase.  Maps to test case 2.6 in Release 3.1 Individual Certification.

	7.3 SOA – Service Provider Personnel activate a range of 500 SVs. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite SV create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The activate request is submitted as one range. The activate request results in one notification containing a list of the SVIDs. – Success
	Removed from Group phase.  Maps to test case 2.9 in Release 3.1 Individual Certification.

	7.4 SOA – Service Provider Personnel perform an immediate disconnect of a range of 500 active SVs. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite SV create process the range was submitted as two smaller range creates, each with the same feature data and, the SVIDs are contiguous within each range create. The immediate disconnect request is submitted as one range. The immediate disconnect request results in one notification containing a list of the SVIDs. – Success
	Removed from Group phase.  Maps to test case 2.16 in Release 3.1 Individual Certification.

	7.5 SOA – Current Service Provider Personnel issue a deferred disconnect for a range of 100 ‘active’ subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The deferred disconnect request is submitted as one range. The disconnect-pending request results in one notification containing a list of the SVIDs. – Success
	Removed from Group phase.  Maps to test case 2.23 in Release 3.1 Individual Certification.

	7.6 SOA – New Service Provider Personnel cancel a range of 5000 Inter-Service Provider subscription versions for which the Old Service Provider has not yet concurred to. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The cancel request is submitted as one range. The cancel request results in one notification containing a list SVIDs. – Success
	Removed from Group phase.  Maps to test case 2.26 in Release 3.1 Individual Certification.

	7.7 SOA – Old Service Provider Personnel modify a range of 1000 ‘pending’ Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The modify request is submitted as one range. The modify request results in one notifications containing a list of the SVIDs. – Success
	Removed from Group phase.  Maps to test case 2.29 in Release 3.1 Individual Certification.

	7.8 SOA – Service Providers set their Customer TN Range Notification Indicator to the value they will use in production and perform a series of activities simultaneously, that emulate a period of time (15 – 30 minutes) in an actual production environment. NPAC SMS manages notifications accordingly. – Success
	Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.

	7.9 NPAC and SOA – Service Providers have NPAC Personnel modify their notification priorities to ensure that they have notifications with the three different priorities (LOW, MEDIUM, and HIGH). The Service Providers verify that they receive the notifications according to the priorities listed in their SP Profile. – Success
	Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.

	Release 3.2 Test Cases

	NANC 323-1 NPAC OP GUI – NPAC Personnel submit a request for a Partial SPID migration via Mass Update, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success


	X
	X
	X
	X
	X
	X

	NANC 187-1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, Block Data, Subscription Version Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider objects, Network Data objects, Number Pool Block objects, Notifications and Subscription Versions less than or equal to their respective Linked Replies Blocking Factors. – Success
	Removed from Group phase.  Maps to test case NANC 187-1 in Rel 3.2 Individual Certification.

	NANC 187-2 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Linked Replies Blocking Factor and less than the Service Provider and Network Data Maximum Linked Recovered Objects as well as a number of Subscription Version objects greater than the Subscription Data Linked Replies Blocking Factor and less than the Subscription Data Maximum Linked Recovered Objects. – Success
	Removed from Group phase.  Maps to test case 187-2 in Rel 3.2 Individual Certificaiton.

	NANC 187-4 SOA – Service Provider Personnel submit a resynchronization request for Service Provider Data, Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects and Network Data objects less than or equal to the Service Provider and Network Data Linked Replies Blocking Factor and a number of Notifications less than or equal to the Notification Data Linked Replies Blocking Factor. - Success
	Removed from Group phase.  Maps to test case 187-4 in Rel 3.2 Individual Certification.

	Release 3.3 Functional Group Test Cases

	NANC 385 - Timer Calculation – Maintenance Window Time Behavior

	NANC 385-1  SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success
Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.
	X
	X
	
	
	X
	

	TOTALS
	5
	5
	4
	6
	7
	6


4.   Group Turn Up Test Scenarios Related to NPAC Release 1.

This section contains all test cases written for group Service Provider Turn Up testing of Release 1.X of the NPAC software.  

This section was duplicated from the SP to SP Coordinated Testing document dated 9/9/97.

4.1   Introduction

The following outlines a proposed set of scenarios that are to be executed by the Service Providers that are participating in the SP to SP phase of testing of the NPAC LNP Turn-up process. Section 1 identifies some preparatory steps that must be executed before SP to SP testing can begin.  Section 2 describes the details of creating a recommended test set of network data to be used in the scenarios to follow.  Section 3 describes the beginning of the SP to SP testing period, and provides the details for an initial scenario called the "Round Robin" that is intended to insure successful basic interoperability of all SP's participating in the test. It is estimated that sections 1 – 3 will be completed by Close of Business on the first day of testing.   Sections 4 and 5 will be executed concurrently and are scheduled to begin on the second day of testing.  They describe the details of a series of scenarios to be executed by service provider "pairs", with section 4 applying to the SP1/SP2 pair, and section 5 applying to the SP3/SP4 pair.  Should a test case propose that a Service Provider perform a test with functionality that they do not support, or that they would not perform in a normal business process, they may either defer the test case, or perform it however they would in a normal business environment.  This should be coordinated with the NPAC testers involved with that pair of Service Providers.

A Service Provider is expected to use their natural GTT and/or LRN data.  Once the initial network data has been created and is known by all parties, the individual service provider pairs are expected to agree upon specific TN's and other test data as required in the pair testing scenarios.

4.2   Service Provider Involvement in SP to SP Testing

This test plan addresses all testing necessary for a new entrant into a region. This testing is expected to take 14 days to complete.   Service providers who have successfully completed SP to SP testing in other regions are only expected to do Round Robin testing and Fail over testing.  Performance testing for a service provider is optional.  Requirements for execution of performance tests are left to the region to determine.

1. Clean Up
In preparation for the SP2SP testing, the following activities must be performed.

· delete all TNs, NPA-NXXs and LRNs previously being used in the turn-up testing

· move all service providers who are not participating in the SP2SP testing to the Lockheed Martin NPAC Test Bed and delete their profiles from the database

· update the profile of all spids not participating in the SP2SP testing to be "SOA only" 

· remove all filters

· System tunables will be set to the minimum required time.

2. Set up Network Data
To begin SP2SP testing, the following Network Data (NPA-NXXs and LRNs) must be provisioned.

Note: The service providers must decide the method of adding the NPA-NXXs and LRNs. It is preferred that service providers vary the input of the network data. The SOA interface, the LSMS interface, the

Operational GUI and the LTI should be used across the 4 service providers to add the network data. Each service provider must notify Lockheed Martin of their plan for adding network data 2 days prior to the

start of SP2SP testing.

2.1 Create NPA-NXX Data

Add each service provider's NPA-NXXs(M-Create of serviceProvNPA-NXXobject) to be used for SP2SP testing.  The current date/time should be used for the date in which the NPA-NXX will be open for portability in the network so that we can perform activation on the same day that the NPA-NXX

is open for portability.

2.1.1 SP1 (SPID1) NPA-NXX Data


NPA-NXX1


NPA-NXX2


NPA-NXX3


NPA-NXX4


NPA-NXX5


NPA-NXX6

2.1.1.1 NPAC Personnel Open SP1 NPA-NXX 

NPAC Personnel open NPA-NXX1, NPA-NXX5 and NPA-NXX6 for portability with an open effective date equal to the current date.

2.1.1.2 SP1 Open NPA-NXX via SOA Mechanized Interface  

SP1 opens NPA-NXX2 for portability with an open effective date equal to the current date using their SOA.

2.1.1.3 SP1 Open NPA-NXX via LSMS Mechanized Interface 

SP1 opens NPA-NXX3 for portability with an open effective date equal to the current date using their LSMS.

2.1.1.4 SP1 Open NPA-NXX via LTI 

SP1 opens NPA-NXX4 for portability with an open effective date equal to the current date using the LTI.

2.1.2 SP2(SPID2) NPA-NXX Data


NPA-NXX7


NPA-NXX8


NPA-NXX9


NPA-NXX10


NPA-NXX11


NPA-NXX12

2.1.2.1 NPAC Personnel Open SP2 NPA-NXX 

NPAC Personnel open NPA-NXX7, NPA-NXX11, and NPA-NXX12 for portability with an open effective date equal to the current date.

2.1.2.2 SP2 Open NPA-NXX via SOA Mechanized Interface 

SP2 opens NPA-NXX8 and NPA-NXX9 for portability with an open effective date equal to the current date using their SOA.

2.1.2.3 SP2 Open NPA-NXX via LTI 

SP2 opens NPA-NXX10 for portability with an open effective date equal to the current date using the LTI.

2.1.3 SP3 (SPID3) NPA-NXX Data


NPA-NXX13


NPA-NXX14


NPA-NXX15


NPA-NXX16


NPA-NXX17


NPA-NXX18


NPA-NXX19

2.1.3.1 NPAC Personnel Open SP3 NPA-NXX 

NPAC Personnel open NPA-NXX13 and NPA-NXX14 for portability with an open effective date equal to the current date.

2.1.3.2 SP3 Open NPA-NXX via SOA Mechanized Interface  

SP3 opens NPA-NXX15, NPA-NXX16, NPA-NXX17, NPA-NXX18 and NPA-NXX19 for portability with an open effective date equal to the current date using their SOA.

2.1.4 SP4(SPID4) NPA-NXX Data


NPA-NXX20


NPA-NXX21


NPA-NXX22


NPA-NXX23


NPA-NXX24


NPA-NXX25


NPA-NXX26

2.1.4.1 NPAC Personnel Open SP4 NPA-NXX 

NPAC Personnel open NPA-NXX20 for portability with an open effective date equal to the current date.

2.1.4.2 SP4 Open NPA-NXX via SOA Mechanized Interface  

SP4 opens NPA-NXX21 and NPA-NXX22 for portability with an open effective date equal to the current date using their SOA.

2.1.4.3 SP4 Open NPA-NXX via LSMS Mechanized Interface

SP4 opens NPA-NXX23 and NPA-NXX24 for portability with an open effective date equal to the current date using their LSMS.

2.1.4.4 SP4 Open NPA-NXX via LTI 

SP4 opens NPA-NXX25 and NPA-NXX26 for portability with an open effective date equal to the current date using the LTI.

2.2 Create LRN Data

Add each service provider's LRNs(M-Create of serviceProvLRN object) to be used for SP2SP testing. 

2.1.1 SP1(SPID1) LRN Data


LRN1-0000


LRN2-0000


LRN3-0000


LRN4-0000


LRN5-0000


LRN6-0000

2.1.1.1 NPAC Personnel Creates SP1 LRN

NPAC Personnel creates LRN1-0000, LRN5-0000, LRN6-0000.

2.1.1.2 SP1 Creates LRN via SOA Mechanized Interface  

SP1 creates LRN2-0000 using their SOA.

2.1.1.3 SP1 Creates LRN via LSMS Mechanized Interface 

SP1 creates LRN3-0000 using their LSMS.

2.1.1.4 SP1 Creates LRN via LTI 

SP1 creates LRN4-0000 using the LTI.

2.1.2 SP2(SPID2) LRN Data


LRN7-0000


LRN8-0000


LRN9-0000


LRN10-0000


LRN11-0000


LRN12-0000

2.1.2.1 NPAC Personnel Creates SP2 LRN 

NPAC Personnel creates NPA-NXX7-0000, LRN11-0000, LRN12-0000

2.1.2.2 SP2 Creates LRN via SOA Mechanized Interface 

SP2 creates LRN8-0000 and LRN9-0000 using their SOA.

2.1.2.3 SP2 Creates LRN via LTI 

SP2 creates LRN10-0000 using the LTI.

2.1.3 SP3(SPID3) LRN Data


LRN13-0000


LRN14-0000


LRN15-0000


LRN16-0000


LRN17-0000


LRN18-0000


LRN19-0000

2.1.3.1 NPAC Personnel Creates SP3 LRN 

NPAC Personnel creates LRN13-0000 and LRN14-0000.

2.1.3.2 SP3 Creates LRN via SOA Mechanized Interface  

SP3 creates LRN15-0000, LRN16-0000 and LRN17-0000 using their SOA.

2.1.3.3 SP3 Creates LRN via LSMS Mechanized Interface 

SP3 creates LRN18-0000 and LRN19-0000 using their LSMS.

2.1.4 SP4(SPID4) LRN Data


LRN20-0000


LRN21-0000


LRN22-0000


LRN23-0000


LRN24-0000


LRN25-0000


LRN26-0000

2.1.4.1 NPAC Personnel Creates SP4 LRN 

NPAC Personnel creates LRN20-0000.

2.1.4.2 SP4 Creates LRN via SOA Mechanized Interface  

SP4 creates LRN21-0000 and LRN22-0000 using their SOA.

2.1.4.3 SP4 Creates LRN via LSMS Mechanized Interface

SP4 creates LRN23-0000 and LRN24-0000 using their LSMS.

2.1.4.4 SP4 Creates LRN via LTI 

SP4 creates LRN25-0000 and LRN26-0000 using the LTI.

3. SP2SP Testing

The SP2SP Testing consists of 2 phases. The first phase is a round robin scenario where a TN is ported from the Incumbent service provider to the other service providers and back to Incumbent service provider. The second phase consists of the service providers dividing up into pairs and porting TNs between them. The SOA activity of porting a TN is exercised between the pairs of service providers and the LSMS broadcast activity is exercised by all LSMSs' simultaneously.

The GTT data to be used by each service provider during the SP2SP testing is as follows:

SP1 - SPID1


CLASS DPC: CLASS DPC1   CLASS SSN:CLASS SSN1


 LIDB DPC: LICB DPC1    LIDB SSN:LICB SSN1


 CNAM DPC: CNAM DPC1    CNAM SSN:CNAM SSN1


 ISVM DPC: ISVM DPC1    ISVM SSN:ISVM SSN1


BillingId: BillingID1

SP2 - SPID2


CLASS DPC: CLASS DPC2   CLASS SSN:CLASS SSN2


 LIDB DPC: LICB DPC2   LIDB SSN:LICB SSN2


 CNAM DPC: CNAM DPC2    CNAM SSN:CNAM SSN2


 ISVM DPC: ISVM DPC2    ISVM SSN:ISVM SSN2


BillingId: BillingID2

SP3 - SPID3


CLASS DPC: CLASS DPC3   CLASS SSN:CLASS SSN3


 LIDB DPC: LICB DPC3    LIDB SSN:LICB SSN3


 CNAM DPC: CNAM DPC3    CNAM SSN:CNAM SSN3


 ISVM DPC: ISVM DPC3    ISVM SSN:ISVM SSN3


BillingId: BillingID3

SP4 - SPID4


CLASS DPC: CLASS DPC4   CLASS SSN:CLASS SSN4


 LIDB DPC: LICB DPC4    LIDB SSN:LICB SSN4


 CNAM DPC: CNAM DPC4    CNAM SSN:CNAM SSN4


 ISVM DPC: ISVM DPC4    ISVM SSN:ISVM SSN4


BillingId: BillingID4

3.1 Round Robin Testing

The Round Robin testing involves porting a TN from SP1, among the other service providers and back to SP1. This testing is used as a sanity/stability check to verify that everyone is ready for SP2SP testing. It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC personnel as a team.

Note: In the future, it is recommended that this test case be executed immediately following a new load of NPAC SMS software.

Due to the limited amount of time for SP2SP testing, service providers use the current date for the newSP-duedate and oldSP-duedate values. The following outlines the activity and the flow of the round robin testing.

3.1.1 Port TN from SP1 to SP3 - 1st time ported TN. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create) for TN TN1. SP1(SPID1) concurs with the pending port. Next, SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

Note: since this is a 1st time ported TN, an NewNPA-NXX notification (NPA-NXX for TN1) should be sent to all SOA and LSMSs when the pending port is created. 

NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 

3.1.2 Port TN from SP3 to SP2 - previously ported TN. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create) for TN TN1. SP3 concurs with the pending port. Next, SP2 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  

NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 

3.1.3 Port TN from SP2I to SP4 - previously ported TN.

 As the new service provider, SP4(SPID4) creates a pending port(newSP-Create) for TN TN1. SP2 concurs with the pending port. Next, SP4 activates the pending port and the NPAC SMS broadcasts an M-Create to the subscriptionVersion object to all LSMSs.  

NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.

3.1.4 Port TN from SP4 to SP1 "back to original" – previously ported TN.

As the new service provider and original owner of the TN, SP1 creates a pending port(newSP-Create) with the "port to original" flag equal to TRUE for TN TN1. SP4(SPID1) concurs with the pending port. Next, SP1 activates the pending port and the NPAC SMS broadcasts M-Delete the subscriptionVersion object to all LSMSs. 

NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.

4. Partner Testing – SP1 with SP2
4.1 Port TN from SP1 to SP2 - 1st ported TN  (create pending port, modify pending, activate, modify active, port to original)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported number for NPA-NXX ?). SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 

2. SP2 modifies the LRN value for the pending port via the SOA interface. SP1 modifies the oldSP-duedate value for the pending port via the SOA interface. 

3. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

4. NPAC Personnel and/or service provider perform audit of the single TN.

5. SP2 modifies LIDB DPC and SSN values for the ported TN (active) via the SOA interface. 

6. As the old service provider, SP2(SPID2) creates a pending port(oldSP-Create - LSPP) for the TN. SP1(SPID1) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 

7. SP2 modifies the oldSP-duedate for the pending port via the SOA interface. SP1 modifies the newSP-duedate value for the pending port via the SOA interface. 

8. SP1 activates the pending port and the NPAC SMS broadcast an M-Delete of the subscriptionVersion object to all LSMSs. 

9.  NPAC Personnel and/or service provider perform audit of the single TN.

4.2 Port TN Range from SP2 to SP1 - 1st ported TN 

(create pending port, modify pending, activate, mass update, port to original)

1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported TN for NPA-NXX ?). SP2(SPID2) concurs with the pending ports (oldSPCreate, authorization = True). 

2. SP1 modifies the LRN value for the pending ports via the SOA interface. SP2 modifies the oldSP-duedate value for the pending ports via the SOA interface. 

3. SP1 activates the pending ports and the NPAC SMS broadcasts an M-Action of the subscriptionVersion objects to all LSMSs. 

4. SP1 contacts NPAC Personnel to perform a mass update on the LRN value of the TN range.

5.  NPAC Personnel and/or service provider perform audit of the TN range.

6. As the old service provider, SP1(SPID1) creates a pending port(oldSP-Create - LSPP) for the TN range. SP2(SPID2) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 

7. SP1 modifies the oldSP-duedate for the pending ports via the SOA interface. SP2 modifies the newSP-duedate value for the pending ports via the SOA interface. 

8. SP2 activates the pending ports and the NPAC SMS broadcasts a scope/filter M-Delete of the subscriptionVersion objects to all LSMSs. 

9. NPAC Personnel and/or service provider perform audit of the single TN.

4.3 Port TN from SP2 to SP2 - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 

2. SP2 modifies the Billing ID value for the pending port via the SOA interface. 

3. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

4. SP2 modifies End User Location Value for the ported TN (active) via the SOA interface. 

5. NPAC Personnel and/or service provider perform audit of the single TN.

6. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2 concurs with the pending port.

7. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

8. SP1 disconnects the ported TN via the SOA interface.

9. NPAC Personnel and/or service provider perform audit of the single TN.

4.4 Port TN Range from SP2 to SP2 - 1st ported TN  (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX ?)...newSP-duedate is a future date.

2. SP2 modifies the newSP-duedate values for the pending ports via the SOA interface...set newSP-duedate to current date. 

3. SP2 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 

4. SP2 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.

5. SP2 disconnects the ported TN via the SOA interface.

6. NPAC Personnel and/or service provider perform audit of the TN range.

4.5 Port TN from SP1 to SP1  - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)

1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 

2. SP1 modifies the newSP-duedate value for the pending port via the SOA interface. 

3. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

4. SP1 modifies CNAM DPC and SSN values for the ported TN (active) via the SOA interface. 

5. NPAC Personnel and/or service provider perform audit of the single TN.

6. SP1 disconnects the ported TN via the SOA interface.

4.6 Port TN Range from SP1 to SP1 - 1st ported TN (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)

1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for 804-?)...future date.

2. SP1 modifies the newSP-duedate values for the pending ports via the SOA interface...set to current date. 

3. SP1 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 

4. SP1 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.

5. NPAC Personnel and/or service provider perform audit of the TN range.

6. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1 concurs with the pending port.

7. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

8. SP2 disconnects the ported TN via the SOA interface.

9. NPAC Personnel and/or service provider perform audit of the single TN.

4.7 Port TN from SP1 to SP2

(new create pending port, oldSP-CreateRequest notification, concurrence, activate, disconnect)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for single TN. SP1(SPID1) does not concur. 

2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP1. 

3. SP1 concurs with the pending port (oldSPCreate, authorization=True). 

4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

5. NPAC Personnel and/or service provider perform audit of the single TN.

6. SP2 disconnects the ported TN via the SOA interface.

4.8 Port TN from SP2 to SP1

(new create pending port, initial concurrence window expiration, oldSP-CreateRequest notification, final concurrence window expiration, activate, disconnect)

1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) does not concur. 

2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP2. 

3. The final concurrence window expires.

4. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

5. NPAC Personnel and/or service provider perform audit of the single TN.

6. SP1 disconnects the ported TN via the SOA interface.

4.9 Port TN from SP1 to SP2 and back while experiencing conflict (create pending port, set into conflict, modify conflict, remove from conflict, activate)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN with a future date. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization=False, cause code is duedate mismatch) and the status of the pending port is set to conflict. 

2. SP2 modifies the newSP-duedate by setting it to the current date.

3. SP1 removes the pending port from conflict (within the conflict

window).

4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 

5. NPAC Personnel and/or service provider perform audit of single TN.

6. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for the single TN with a future date. SP2 concurs with the pending port (oldSPCreate, authorization = True). Note that this is not a "port to original" request.

7. SP2 modifies the pending port setting the authorization = False and the cause code FOC not received. The status of the pending port is updated to conflict. 

8. SP1 modifies the newSP-duedate by setting it to the current date. SP2 modifies the oldSP-duedate by setting it to the current date.

9. SP2 removes the pending port from conflict (within the conflict window).

10. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 

11. NPAC Personnel and/or service provider perform audit of single TN.

4.10 Cancel Pending Port by new - no concurrence by new (create pending port by new, cancel by new, create by old, no concurrence by new)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for TN.  No concurrence from SP1.

2. SP2 cancels the pending port and the status of the pending port is set to cancelled.

3. As the old service provider, SP1 creates a pending port(oldSP-Create - LSPP) for TN 703-?.  No concurrence from SP2.

4. Initial concurrence window expires and NewSP-CreateRequest is sent to SP2 asking for its concurrence.

5. Final concurrence window expires.  The subscription version will remain in a status of pending based on the Pending Subscription Retention tunable.  After the duration of the tunable has passed the  status of the port is set to cancelled.

4.11 Cancel Pending Port by old - no concurrence new

(create pending port by old, cancel by old, create by new, no concurrence by old, activate)

1. As the old service provider, SP1 creates a pending port(oldSP-Create - LSPP) for a single TN.  No concurrence from SP2.

2. SP1 cancels the pending port and the status of the pending port is set to cancelled.

3. As the new service provider, SP2 creates a pending port(newSP-Create - LSPP) for a single TN.  No concurrence from SP1.

4. Initial concurrence window expires and OldSP-CreateRequest is sent to SP1 asking for its concurrence.

5. Final concurrence window expires.

6. SP2 activates the pending port.

7. Audit performed by NPAC Personnel and/or service provider whose SOA supports audits.

4.12 Cancel Pending Port by new - no concurrence old

(create pending port, concurrence, cancel by new, acknowledge cancel)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create – LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 

2. SP2 cancels the pending port and the status is updated to cancel pending. 

3. SP1 acknowledges the cancel and the status is updated to cancelled.

4.13 Cancel Pending Port by new - concurred pending port

(create pending port, concurrence, cancel by new, initial cancel window expires, acknowledge cancel)

1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) concurs with the pending port (oldSPCreate, authorization=True). 

2. SP1 cancels the pending port and the status is updated to cancel pending. 

3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP2. 

4. SP2 acknowledges the cancel and the status is updated to cancelled.

4.14 Cancel Pending Port by old - concurred pending port

 (create pending port, concurrence, cancel by old, acknowledge cancel by new)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization=True). 

2. SP1 cancels the pending port and the status is updated to cancel pending. 

3. SP2 acknowledges the cancel and the status is updated to cancelled.

4.15 Cancel Pending Port by old - concurred pending port 

(create pending port, concurrence, cancel by old, initial cancel window expires, final cancel window expires, conflict)

1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) concurs with the pending port (oldSPCreate, authorization=True). 

2. SP2 cancels the pending port and the status is updated to cancel pending. 

3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 

4. The final cancellation window expires and the status of the pending port is updated to conflict.

4.16 Cancel Pending Port by new - concurred pending port

(create pending port, concurrence, cancel by new, initial cancel window

expires, final concurrence window expires)

1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 

2. SP2 cancels the pending port and the status is updated to cancel pending. 

3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 

4. The final cancellation window expires and the status of the pending port is updated to cancelled.

4.17 Delete NPA-NXX open for portability.

1. SP1 deletes an NPA-NXX via their SOA interface

2. SP1 deletes an NPA-NXX via their LSMS interface

3. SP2 deletes an NPA-NXX via their SOA interface

4.18 Delete LRN.

1. SP1 deletes LRN via their SOA interface

2. SP1 deletes LRN via their LSMS interface

3. SP2 deletes LRN via their SOA interface

5. Partner Testing – SP3 with SP4
5.1 Port TN from SP3 to SP4 - 1st ported TN  (create pending port, modify pending, activate, modify active, port to original)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported number for NPA-NXX ?). SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 

2. SP4 modifies the LRN value for the pending port via the SOA interface. SP3 modifies the oldSP-duedate value for the pending port via the SOA interface. 

3. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

4. NPAC Personnel and/or service provider perform audit of the single TN.

5. SP4 modifies LIDB DPC and SSN values for the ported TN (active) via the SOA interface. 

6. As the old service provider, SP4(SPID4) creates a pending port(oldSP-Create - LSPP) for the TN. SP3(SPID3) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 

7. SP4 modifies the oldSP-duedate for the pending port via the SOA interface. SP3 modifies the newSP-duedate value for the pending port via the SOA interface. 

8. SP3 activates the pending port and the NPAC SMS broadcast an M-Delete of the subscriptionVersion object to all LSMSs. 

9.  NPAC Personnel and/or service provider perform audit of the single TN.

5.2 Port TN Range from SP4 to SP3 - 1st ported TN 

(create pending port, modify pending, activate, mass update, port to original)

1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported TN for NPA-NXX ?). SP4(SPID4) concurs with the pending ports (oldSPCreate, authorization = True). 

2. SP3 modifies the LRN value for the pending ports via the SOA interface. SP4 modifies the oldSP-duedate value for the pending ports via the SOA interface. 

3. SP3 activates the pending ports and the NPAC SMS broadcasts an M-Action of the subscriptionVersion objects to all LSMSs. 

4. SP3 contacts NPAC Personnel to perform a mass update on the LRN value of the TN range.

5.  NPAC Personnel and/or service provider perform audit of the TN range.

6. As the old service provider, SP3(SPID3) creates a pending port(oldSP-Create - LSPP) for the TN range. SP4(SPID4) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 

7. SP3 modifies the oldSP-duedate for the pending ports via the SOA interface. SP4 modifies the newSP-duedate value for the pending ports via the SOA interface. 

8. SP4 activates the pending ports and the NPAC SMS broadcasts a scope/filter M-Delete of the subscriptionVersion objects to all LSMSs. 

9. NPAC Personnel and/or service provider perform audit of the single TN.

5.3 Port TN from SP4 to SP4 - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 

2. SP4 modifies the Billing ID value for the pending port via the SOA interface. 

3. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

4. SP4 modifies End User Location Value for the ported TN (active) via the SOA interface. 

5. NPAC Personnel and/or service provider perform audit of the single TN.

6. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4 concurs with the pending port.

7. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

8. SP3 disconnects the ported TN via the SOA interface.

9. NPAC Personnel and/or service provider perform audit of the single TN.

5.4 Port TN Range from SP4 to SP4 - 1st ported TN  (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX ?)...newSP-duedate is a future date.

2. SP4 modifies the newSP-duedate values for the pending ports via the SOA interface...set newSP-duedate to current date. 

3. SP4 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 

4. SP4 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.

5. SP4 disconnects the ported TN via the SOA interface.

6. NPAC Personnel and/or service provider perform audit of the TN range.

5.5 Port TN from SP3 to SP3  - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)

*** Note, at this time SP3 does not support LISP porting. If desired, NPAC personnel will perform the steps described below for this test case, and case 5.6.

1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 

2. SP3 modifies the newSP-duedate value for the pending port via the SOA interface. 

3. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

4. SP3 modifies CNAM DPC and SSN values for the ported TN (active) via the SOA interface. 

5. NPAC Personnel and/or service provider perform audit of the single TN.

6. SP3 disconnects the ported TN via the SOA interface.

5.6 Port TN Range from SP3 to SP3 - 1st ported TN (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)

1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for 804-?)...future date.

2. SP3 modifies the newSP-duedate values for the pending ports via the SOA interface...set to current date. 

3. SP3 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 

4. SP3 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.

5. NPAC Personnel and/or service provider perform audit of the TN range.

6. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3 concurs with the pending port.

7. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

8. SP4 disconnects the ported TN via the SOA interface.

9. NPAC Personnel and/or service provider perform audit of the single TN.

5.7 Port TN from SP3 to SP4

(new create pending port, oldSP-CreateRequest notification, concurrence, activate, disconnect)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for single TN. SP3(SPID3) does not concur. 

2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP3. 

3. SP3 concurs with the pending port (oldSPCreate, authorization=True). 

4. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

5. NPAC Personnel and/or service provider perform audit of the single TN.

6. SP4 disconnects the ported TN via the SOA interface.

5.8 Port TN from SP4 to SP3

(new create pending port, initial concurrence window expiration, oldSP-CreateRequest notification, final concurrence window expiration, activate, disconnect)

1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) does not concur. 

2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP4. 

3. The final concurrence window expires.

4. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 

5. NPAC Personnel and/or service provider perform audit of the single TN.

6. SP3 disconnects the ported TN via the SOA interface.

5.9 Port TN from SP3 to SP4 and back while experiencing conflict (create pending port, set into conflict, modify conflict, remove from conflict, activate)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN with a future date. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization=False, cause code is duedate mismatch) and the status of the pending port is set to conflict. 

2. SP4 modifies the newSP-duedate by setting it to the current date.

3. SP3 removes the pending port from conflict (within the conflict

window).

4. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 

5. NPAC Personnel and/or service provider perform audit of single TN.

6. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for the single TN with a future date. SP4 concurs with the pending port (oldSPCreate, authorization = True). Note that this is not a "port to original" request.

7. SP4 modifies the pending port setting the authorization = False and the cause code FOC not received. The status of the pending port is updated to conflict. 

8. SP3 modifies the newSP-duedate by setting it to the current date. SP4 modifies the oldSP-duedate by setting it to the current date.

9. SP3 removes the pending port from conflict (following the expiration of the conflict window).

10. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 

11. NPAC Personnel and/or service provider perform audit of single TN.

5.10 Cancel Pending Port by new - no concurrence by new (create pending port by new, cancel by new, create by old, no concurrence by new)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for TN.  No concurrence from SP3.

2. SP4 cancels the pending port and the status of the pending port is set to cancelled.

3. As the old service provider, SP3 creates a pending port(oldSP-Create - LSPP) for TN 703-?.  No concurrence from SP4.

4. Initial concurrence window expires and NewSP-CreateRequest is sent to SP4 asking for its concurrence.

5. Final concurrence window expires and status of the pending port is set to cancelled.

5.11 Cancel Pending Port by old - no concurrence new

(create pending port by old, cancel by old, create by new, no concurrence by old, activate)

1. As the old service provider, SP3 creates a pending port(oldSP-Create - LSPP) for a single TN.  No concurrence from SP4.

2. SP3 cancels the pending port and the status of the pending port is set to cancelled.

3. As the new service provider, SP4 creates a pending port(newSP-Create - LSPP) for a single TN.  No concurrence from SP3.

4. Initial concurrence window expires and OldSP-CreateRequest is sent to SP3 asking for its concurrence.

5. Final concurrence window expires.

6. SP4 activates the pending port.

7. Audit performed by NPAC Personnel and/or service provider whose SOA supports audits.

5.12 Cancel Pending Port by new - no concurrence old

(create pending port, concurrence, cancel by new, acknowledge cancel)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create – LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 

2. SP4 cancels the pending port and the status is updated to cancel pending. 

3. SP3 acknowledges the cancel and the status is updated to cancelled.

5.13 Cancel Pending Port by new - concurred pending port

(create pending port, concurrence, cancel by new, initial cancel window expires, acknowledge cancel)

1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) concurs with the pending port (oldSPCreate, authorization=True). 

2. SP3 cancels the pending port and the status is updated to cancel pending. 

3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP4. 

4. SP4 acknowledges the cancel and the status is updated to cancelled.

5.14 Cancel Pending Port by old - concurred pending port

 (create pending port, concurrence, cancel by old, acknowledge cancel by new)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization=True). 

2. SP3 cancels the pending port and the status is updated to cancel pending. 

3. SP4 acknowledges the cancel and the status is updated to cancelled.

5.15 Cancel Pending Port by old - concurred pending port 

(create pending port, concurrence, cancel by old, initial cancel window expires, final cancel window expires, conflict)

1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) concurs with the pending port (oldSPCreate, authorization=True). 

2. SP4 cancels the pending port and the status is updated to cancel pending. 

3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP3. 

4. The final cancellation window expires and the status of the pending port is updated to conflict.

5.16 Cancel Pending Port by new - concurred pending port

(create pending port, concurrence, cancel by new, initial cancel window

expires, final concurrence window expires)

1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 

2. SP4 cancels the pending port and the status is updated to cancel pending. 

3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP3. 

4. The final cancellation window expires and the status of the pending port is updated to cancelled.

5.17 Delete NPA-NXX open for portability.

1. SP3 deletes an NPA-NXX via their SOA interface

2. SP3 deletes an NPA-NXX via their LSMS interface

3. SP4 deletes an NPA-NXX via their SOA interface

4. SP4 deletes an NPA-NXX via their LSMS interface.

5.18 Delete LRN.

1. SP3 deletes an LRN via their SOA interface

2. SP3 deletes an LRN via their LSMS interface

3. SP4 deletes an LRN via their SOA interface

4. SP4 deletes an LRN via their LSMS interface

















4.3   NPA Split Testing

	8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success 

	Purpose:
	Confirm that the NPAC Personnel user can successfully split NPAs. Subscriptions that are in the sending state and associated with the NPA being split will not be modified. Only acceptable characters can be used in text fields.  The Permissive Dialing Period is successfully started.  The sending Subscription Versions will be updated at the start of Permissive Dialing Period.  

	Requirements:
	R-1, R-3, R-7, R-13, R-15, R-22, R-23, R-24, R-27, R-28, R-30, R-31, R-32, RN3-1, RN3-3, RN3-2

	Prerequisites:
	1)   NPAC Personnel establish the NPA Split on the NPAC SMS.

2)   All data entered for the NPA Split is valid.  

The following data is required:

The Service Provider ID

The old and new NPA

The affected NXX(s)

The start date of the permissive dialing period

The end date of the permissive dialing period

3)   The end date of permissive dialing should be greater than the start date.

4)   The owner of the old NPA-NXX matches the owner of the new NPA-NXX for each NXX.

5)   The old NPA-NXX must exist.

6)   The new NPA-NXX must not exist.

7)   No active, failed, partial failed, disconnect-pending or sending subscriptions exist in the new NPA-NXX.

8)   At least one NPA-NXX-X exists respective to the Old NPA-NXX specified in the NPA Split.

9)   At least one Number Pool Block exists respective to an Old NPA-NXX(X) specified in the NPA Split.

10)  Active Subscription Versions exist respective to an Old NPA-NXX specified in the NPA Split.

11)  The Service Provider performs Subscription Version (SV) activates, modifies and disconnects before, during and after the Permissive Dialing Period.

12)  The Service Provider performs additional Number Pool Block (NPB) activates, and modifies before, during and after the Permissive Dialing Period.

13)  NPAC Personnel create, modify and depool NPA-NXX-Xs involved in the NPA Split before, during and after the Permissive Dialing Period.

14)  There are active subscriptions associated with the NPA-NXX(s) being split.

15)  All required fields for the split are entered.

16)  Create new subscriptions for the old and new NPAs during the permissive dialing period.

	Expected Results:
	RESULT 1: The NPA Split is established on the NPAC SMS.

RESULT 2: The New NPA-NXX associated with the NPA Split is created on the NPAC SMS and broadcast to all SOAs/LSMSs that support network data downloads and are accepting broadcasts for the NPA-NXX.  The Effective Date for the new NPA-NXX equals the start of PDP.

RESULT 3: Service Provider systems successfully submit SV create, modify and disconnect requests prior to PDP start, during PDP and after PDP ends.

-  When SV requests are made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.

-  When SV requests are made during PDP start, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.

-  When SV requests are made after PDP ends, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.

RESULT 4: Service Provider systems successfully submit NPB activates and, modifies prior to PDP start, during PDP and after PDP ends.

-  When NPB requests are made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.

-  When NPB requests are made during PDP start, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.

-  When NPB requests are made after PDP ends, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.

RESULT 5: NPAC Personnel successfully create, modify and de-pool NPA-NXX-Xs before, during and after PDP.

-  For NPA-NXX-X requests made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.  The NPAC SMS will automatically broadcast NPA-NXX-X creates for both the Old and New NPA-NXX involved in the NPA Split to all Service Provider systems supporting broadcasts for these NPA-NXXs.  The Effective Date for the New NPA-NXX-X will equal the later of start of PDP or the same Effective Date as the Old NPA-NXX-X.

- For NPA-NXX-X requests made during PDP, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.  When an NPA-NXX-X is created during PDP, that is impacted by an NPA Split, the equivalent Old/New NPA-NXX-X will also be automatically created/broadcast with the same Effective Date as the original request.  

-  For NPA-NXX-X requests made after PDP has ended, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.

RESULT6: The Subscription Version Ids of the subscriptions will be retained.

RESULT 7: The LRN information will not be changed.

RESULT 8: Upon the end of PDP, the NPAC SMS automatically deletes the Old NPA-NXX involved in the NPA Split.  The NPAC SMS will broadcast the NPA-NXX delete to all SOAs/LSMSs that support network data downloads and are accepting broadcasts for the NPA-NXX.  All subtending records (NPA-NXX-X, NPB and SVs) are updated to reflect only the New NPA-NXX value.



	Actual Results:
	


	8.5.5 Perform Port-to-Original during the Permissive Dialing Period of the NPA Split.– Success 

	Purpose:
	Perform Port-to-Original during the Permissive Dialing Period of the NPA Split using the SOA – Success

	Requirements:
	

	Prerequisites:
	1. A NPA split has been established by NPAC Personnel on the NPAC SMS and is in Permissive Dialing Period.

2. The same NPA split has been established by Service Provider on their local system(s) and is in Permissive Dialing Period.

3. The SOA and LSMS are registered with the NPAC SMS.

4. The Port-to-Original request must be made from the Service Provider's SOA during Permissive Dialing Period.

5. All data entered for the Port-to-Original request is valid.

6. All required fields for the Port-to-Original request are entered.

	Expected Results:
	RESULT 1: A Port-to-Original Subscription Version is created by the service provider for the new NPA-NXX in the NPA Split during Permissive Dialing Period. 

RESULT 2: The Port-to-Original Subscription Version is created in the NPAC with the status of ‘pending’ for the new NPA-NXX.

RESULT 3: The service provider is able to activate the Port-to-Original Subscription Version.

RESULT 4: The Subscription Version exists on the NPAC with the status of ‘old’.

	Actual Results:
	


5.   Group Turn Up Test Scenarios Related to NPAC Release 2.

This section contains all test cases written for group Service Provider Turn Up testing of Release 2.0 of the NPAC software.  
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b. 
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6.   Group Turn Up Test Scenarios related to NPAC Release 3.1.































	
	

	
	
	

	
	
	

	

	
	

	


	
	














7.   Group Turn Up Test Scenarios related to NPAC Release 3.2.

Service Provider ID (SPID) Migration)

	A.
	TEST IDENTITY
	

	
	Test Case Number:
	NANC 323-1
	SUT Priority:
	SOA 
	Required

	
	
	
	
	LSMS
	Required

	
	Objective:


	NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success

	
	
	

	B.
	REFERENCES
	

	 
	NANC Change Order Revision Number:
	
	Change Order Number(s):
	NANC 323 

	
	NANC FRS Version Number:
	3.2.0
	Relevant Requirement(s):
	RR3-255, RR3-256, RR3-257, RR3-258, RR3-259, RR3-260, RR3-261, RR3-262, RR3-263, RR3-264, RR3-265, RR3-266, RR3-267, RR3-268, RR3-269, RR3-270, RR3-271, RR3-272, RR3-273, RR3-274, RR3-276, RR3-277

	
	NANC IIS Version Number:
	3.2.0
	Relevant Flow(s):
	

	
	
	

	C.
	PREREQUISITE
	

	
	Prerequisite Test Cases:
	

	
	Prerequisite NPAC Setup:
	While all SOAs/LSMSs are associated with the NPAC SMS, create test data that includes an NPA-NXX, LRN and NPA-NXX-X for a “Migrating Away From SPID”:

a)    Create a new NPA-NXX for the ‘Migrating Away From’ SPID. (NPA-NXX a1 )

b)    Create a new LRN for the ‘Migrating Away From’ SPID, that would logically be associated with the NPA-NXX created in (a) above. (LRN b1)

c)    Create a new NPA-NXX-X for the ‘Migrating Away From’ SPID respective that uses the LRN that was created in (b) above. (NPA-NXX-X c1)

d)    Activate a Number Pool Block for the NPA-NXX-X created in (c) above.  Verify this NPB has a status of ‘Active’ (NPB group d1) (SV group d1).

e)    Create and Activate a range of at least 10 TNs that use the LRN created in (b) above.  (SV group f1).  Verify this range of Subscription Version has a status of ‘Active’.

f)    Initiate a Deferred Disconnect for a range of 2 TNs respective to SV group f2 above.  Verify this range of Subscription Versions has a status of ‘Disconnect-Pending’.  (SV group g)

g)    Immediately Disconnect one of  the TNs that was activated in (f) above, (SV group f1).  Verify this Subscription Versions has a status of ‘Old’. (SV group h)



	
	Prerequisite SP Setup:
	Systems are disassociated while they update their local databases using the SIC-SMURF files from the NPAC SMS.

	
	
	

	D.
	TEST STEPS and EXPECTED RESULTS

	Row #
	NPAC or SP
	Test Step


	NPAC or SP
	Expected Result



	1.
	NPAC
	NPAC Personnel generate Selection Input Criteria SPID Mass Update (SIC-SMURF) Files based on SPID Migration prerequisite data.
	NPAC
	The SIC-SMURF files are generated and made available on the Service Provider FTP sites.



	2.
	SP
	Service Provider Personnel receive the SIC-SMURF files, take their systems ‘off-line’ from the NPAC SMS, and load the files into their LSMS system.
	SP
	Using the SOA/LSMS system, verify as applicable:

NPA-NXX a1was updated to reflect the ‘Migrating to’ SPID

LRN b1 was updated to reflect the ‘Migrating to’ SPID

NPA-NXX-X c1 was updated to reflect the ‘Migrating to’ SPID

NPB group d1 was updated to reflect the ‘Migrating to’ SPID

SV group d1, SV group e1, SV group f, and SV group g* were updated to reflect the ‘Migrating to’ SPID

· SV group h exists on the NPAC SMS with a status of ‘Old’ so verify on the local system as capable.

	3.
	NPAC
	At the same time as row 2 above, NPAC Personnel update the NPAC SMS database using the SIC-SMURF files.
	NPAC
	Verify the following on the NPAC SMS:

NPA-NXX a1 was updated to reflect the ‘Migrating to’ SPID

LRN b1 was updated to reflect the ‘Migrating to’ SPID

NPA-NXX-X c1 was updated to reflect the ‘Migrating to’ SPID

NPB group d1 was updated to reflect the ‘Migrating to’ SPID

SV group d1, SV group e1, SV group f, and SV group gwere updated to reflect the ‘Migrating to’ SPID

	4.
	SP
	After both the NPAC and Service Provider Personnel have successfully loaded the SIC-SMURF files into their respective databases, Service Provider Personnel re-associate their local systems with the NPAC SMS.
	SP
	The Service Provider local systems are associated with the NPAC SMS.

	5.
	SP
	Service Provider Personnel perform subscription version and number pool block queries for the migrated data.
	SP/NPAC
	Verify that the records reflect the appropriate Old and New Service Providers based on the SPID Migration data.

	E.
	Pass/Fail Analysis, NANC 323-1

	Pass
	Fail
	NPAC Personnel performed the test case as written.

	Pass
	Fail
	Service Provider Personnel performed the test case as written.




	Pass
	Fail
	Service Provider Personnel were able to successfully process the SIC-SMURF file updates with their local databases in a timely fashion.


8.   Group Turn Up Test Scenarios related to NPAC Release 3.3.

NANC 385 - Timer Calculation – Maintenance Window Time Behavior

	A.
	TEST IDENTITY
	

	
	Test Case Number:
	NANC 385-1
	SUT Priority:
	SOA 
	Required

	
	
	
	
	LSMS
	N/A

	
	Objective:


	SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success

Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.

	
	
	

	B.
	REFERENCES
	

	 
	NANC Change Order Revision Number:
	
	Change Order Number(s):
	NANC 385

	
	NANC FRS Version Number:
	
	Relevant Requirement(s):
	RR6-187, RR6-188

	
	NANC IIS Version Number:
	
	Relevant Flow(s):
	B.5.1.6.2, B.5.1.6.3, B.5.1.6.4, B.5.1.6.5, B.5.3.2

	
	
	

	C.
	PREREQUISITE
	

	
	Prerequisite Test Cases:
	

	
	Prerequisite NPAC Setup:
	As this TC is going to be executed in the group phase of testing, each provider in the group should have their own set of TNs a and c or TNs b and d.

The following steps identify porting scenarios with both short and long timers.  Depending on the Timer Type that the Service Provider under test supports, only those respective porting scenarios may be created.  For example, a Service Provider that supports Long Timers is not required/able to create porting scenarios that result in the use of Short Timers.  Please create porting scenarios based on the Timer Type supported by the Service Provider under test.

1.  Set the following timers to values that will expedite this feature testing:

Long Initial Concurrence Timer set to ______ (default 9 hr)

Short Initial Concurrence Timer set to ______ (default 1 hr)

Long Final Concurrence Timer set to _______ (default 9 hr)

Short Final Concurrence Timer set to ​​​​_______ (default 1 hr)

Long Cancellation-Initial Concurrence Window set to _____ (default 9 hr)

Short Cancellation-Initial Concurrence Window set to _____ (default 9 hr)

Long Cancellation-Final Concurrence Timer set to _____ (default 9 hr)

Short Cancellation-Final Concurrence Timer set to _____ (default 9 hr)

2.  Prior to simulated maintenance period establish the following porting scenarios:

a.  New SP Create where SP under test is Old SP (using Short timers) (TN a __________).

b.  Old SP Create where SP under test is New SP (using Long timers) (TN b ___________).

c.  Work with Service Provider under test to create/concur to an Inter-SP Subscription Version (using Short timers) (TN c _________________).

d.  Work with the Service Provider under test to create/concur to an Inter-SP Subscription Version (using Long timers) (TN d______________).

3.  Verify that the following Subscription Versions exist:

a.  TN a exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using short timers.

b.  TN b exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using long timers.

c.  TN c exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using short timers.

d.  TN d exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using long timers. 

	
	Prerequisite SP Setup:
	1.  Prior to simulated maintenance period work with NPAC personnel to establish porting scenarios that will result in the timers listed in NPAC Prerequisites step 1 to expire.

a.  Do not concur to TN a.

b.  Do not concur to TN b.

c.  Concur to the create for TN c.  Then issue a cancel request for TN c.

d.  Concur to the create for TN d.  Then issue a cancel request for TN d.

	
	
	

	D.
	TEST STEPS and EXPECTED RESULTS

	Row #
	NPAC or SP
	Test Step


	NPAC or SP
	Expected Result



	1.
	NPAC
	NPAC Maintenance Window starts.
	
	

	2.
	NPAC 
	NPAC personnel use the Timer Update Tool to specify the start and end time of the maintenance window.
	NPAC
	NPAC uses the start and end Maintenance Window times to determine at what time the timers should expire/notifications should be sent to respective service provider systems.

	3.
	NPAC
	NPAC SMS issues the following notifications based on the Timer Update Tool adjustments:

If the Service Provider’s TN Range Indicator is set to TRUE, the NPAC SMS will send:

1. M-EVENT-REPORT subscriptionVersionRangeOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.

2. M-EVENT-REPORT subscriptionVersionRangeOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.

3. M-EVENT-REPORT subscriptionVersionRangeNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.

4. M-EVENT-REPORT subscriptionVersionRangeNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.

5. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.

6. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.

7. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.

8. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.

If the Service Provider’s TN Range Indicator is set to FALSE, the NPAC SMS will send:

1. M-EVENT-REPORT subscriptionVersionOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.

2. M-EVENT-REPORT subscriptionVersionOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.

3. M-EVENT-REPORT subscriptionVersionNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.

4. M-EVENT-REPORT subscriptionVersionNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.

5. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.

6. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.

7. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.

8. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.
	SP
	The Service Provider SOA(s) receive the M-EVENT-REPORTs from the NPAC SMS based on the adjustments made by NPAC personnel using the Timer Update Tool.

	4.
	NPAC
	NPAC personnel view logs to verify that that the notifications indicated in step 3 were issued at time frames adjusted by the time entered in the Timer Update Tool. 
	NPAC
	The notifications were issued based on the time entered in the Timer Update tool.

	E.
	Pass/Fail Analysis, NANC 385-1

	Pass
	Fail
	NPAC personnel performed the test case as written.

	Pass
	Fail
	Service Provider personnel performed the test case as written.
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