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Mar ‘06:  Initial discussion.

Change Order Summary Matrix

LEGEND:

Ranking = None yet.
Change Order = Assigned Change Order Number

Title  = Name of Change Order

Benefits = Brief description of Change Order benefits

NPAC LOE = NPAC Development Level Of Effort (High, Medium, Low)

SOA LOE = SOA Development Level Of Effort (High, Medium, Low)

LSMS LOE = LSMS Development Level Of Effort (High, Medium, Low)
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Backwards Compatibility Definition
There are two areas of Backwards Compatibility.  These are defined below:

· Pure Backwards Compatibility – implies that interface specification has NOT been modified and therefore, no recompile is necessary.  Also, no behavior on the NPAC SMS has been modified to provide any change to the previously existing functionality accessible over the interface.

· Functional Backwards Compatibility – implies that the interface may have been modified, however the changes are such that only a recompile is necessary to remain backward compatible.  Any new functionality is optionally implemented by accessing the newly defined features over the interface.  Also, no changes may be made to any existing interface functionality that will require modifications to SOA and/or LSMS platforms.

The general guideline is that subsequent releases of a major release (e.g., 2.0, 2.1, 2.1.1, etc.) must support Pure Backward Compatibility.  Also, major releases should support at least one version of Functional Backward Compatibility (i.e., R3.0 should be Functional Backward Compatible to R2.0).  The objective is that all releases remain Functional Backwards Compatible, if possible.

Origination Date:  10/15/96

Originator:  AT&T

Change Order Number:  ILL 5
Description:  Round Robin Broadcasts Across LSMS Associations – (ILL 5)
Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	
	
	Low
	N/A
	High


Business Need:

Currently, most LSMSs have one association to the NPAC SMS over which all interface traffic is sent and received.  As performance increases over the interface, an LSMS may need to distribute their interface processing across multiple machines to gain additional memory, processor speed and stack resources.  This change order would enable an LSMS to distribute their interface processing across multiple machines.  This change order would also enable the NPAC SMS to accept multiple associations of the same function type from different NSAPs and distribute outbound traffic in a round robin algorithm across the multiple associations.

A benefit of allowing an SP to establish additional associations during heavy activity periods is that if one of the associations goes down, the other association still remains connected, thereby alleviating (in whole or in part) partial failures as a result of the downed association.

Description of Change:

The NPAC SMS would support additional LSMS associations and manage the distribution of transactions in a round robin algorithm across the associations.  For example, due to performance conditions a Service Provider may want to start another LSMS association for network/subscription downloads.  The NPAC SMS would accept the association, manage security, and distribute network/subscription PDUs across the 2 or more associations using the round robin algorithm (One unique PDU will be sent over one association only.)

Major points/processing flow/high-level requirements:

1. The NPAC exchanges messages with the LSMS.  For every request from either the LSMS or NPAC, a response is required from the recipient system.

2. The current FRS requirement (R6-29.2) calls for a five-minute sustained rate of 5.2 messages a second.  When this volume is exceeded, a delay in processing may occur.  This could be a small backlog in messages, interface congestion, or potentially an abort from the sending system for failure to respond to a message within a given period of time.

3. A new SP specific tunable, LSMS Round Robin (LRR), will indicate whether or not an LSMS supports receiving messages across multiple LSMS associations in a round robin fashion.

4. LRR (when value set to TRUE) will be used to allow a Service Provider to maintain more than one LSMS association using the same function mask and different NSAPs.

5. LSMS Round Robin is applicable for both requests and responses between the LSMS and the NPAC.

6. No reports are required for LRR.

7. Round Robin algorithm.  Applicable for Service Providers with SRR set to TRUE.

a. When a Service Provider supports one LSMS association to the NPAC:

i. All messages (requests and responses) flow across the one LSMS association.

ii. If the LSMS association is down, the LSMS is considered “down” or “unavailable”.

b. When a Service Provider supports more than one LSMS association to the NPAC:

i. The NPAC treats the multiple LSMS associations as one logical association for messaging and LSMS recovery.

ii. The NPAC uses a round robin or alternating algorithm, regardless of load on any given LSMS association, when sending messages (requests or responses) to the LSMS.

iii. If at least one LSMS association is up, the LSMS is considered “available”.

iv. In more that one LSMS association is up, then requests and their corresponding response may flow across different associations due to the round robin algorithm.

v. If just one LSMS association is up, then all messages (requests and responses) flow across the one LSMS association.

vi. If one LSMS association is up, then subsequent LSMS association bind requests must be initiated with recovery mode set to OFF (False).

Requirements:

Req 1
Multiple LSMS Associations of the Same LSMS Association Function From different NSAPs

NPAC SMS shall accept multiple LSMS associations of the same LSMS association function from different Service Provider NSAPs.

Req 2
Security Management of Multiple LSMS Associations of the Same LSMS Association Function

NPAC SMS shall manage security for multiple LSMS associations of the same LSMS association function from different Service Provider NSAPs.

Note to Service Providers:  Each association with the same association function from different Service Provider NSAPs would need to associate using the same security key.
Req 3
Distribution of PDUs across Multiple LSMS Associations of the Same LSMS Association Function 

NPAC SMS shall distribute transactions for a particular Service Provider across multiple LSMS associations of the same LSMS association function (when they exist) in a round robin algorithm.

Note: The round robin algorithm means that one unique PDU will be sent over one association only.

Req 4
Treatment of Multiple LSMS Associations of the Same LSMS Association Function during Congestion

NPAC SMS shall treat multiple LSMS associations of the same LSMS association function for a particular Service Provider as independent physical CMIP connections for congestion management.

Req 5
Treatment of Multiple LSMS Associations of the Same LSMS Association Function during Recovery

NPAC SMS shall treat multiple LSMS associations of the same LSMS association function for a particular Service Provider as one logical CMIP connection for recovery.

Req 6
Treatment of Multiple LSMS Associations when there is an Intersection of LSMS Association Function

NPAC SMS shall, in the case of an intersection of the LSMS association functions on multiple LSMS associations for a particular Service Provider, distribute transactions in a round robin algorithm.

Note:  This requirement may be impacted by the implementation of NANC 219.

IIS:
Add to the end of Chapter 5:

5.x Round-Robin Broadcast Across LSMS Associations

An LSMS system may connect to the NPAC SMS with multiple LSMS associations (different NSAPs) which have the same LSMS association function(s) set.  The NPAC SMS will distribute transactions across the LSMS associations in a round robin algorithm.

The NPAC SMS will treat multiple LSMS associations of the same LSMS association function for a particular LSMS system as one logical CMIP connection for recovery.

GDMO

No Change Required

ASN.1

No Change Required

Origination Date:  8/27/97
Originator:  AT&T
Change Order Number:  NANC 147
Description:  Version ID Rollover Strategy
Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	
	
	High
	High?
	High?


Business Need:

Currently there is no strategy defined for rollover if the maximum value for any of the id fields (sv id, lrn id, or npa-nxx id) is reached.  One should be defined so that the vendor implementations are in sync.  Currently the max value used by Lockheed is a 4 byte-signed integer and for Perot it is a 4 byte-unsigned integer. 

Sep 99 LNPA-WG (Chicago), since the version ID for all data is driven by the NPAC SMS, the rollover strategy should be developed by Lockheed.  SPs/vendors can provide input, but from a high level, the requirement is to continue incrementing the version ID until the maximum ([2**31] –1) is achieved, then start over at 1, and use all available numbers at that point in time when a new version ID needs to be assigned (e.g., new SV-ID for a TN).

Dec ’05 comments:  NeuStar provided a list of five record types that could have numbers that roll over (since they come across the interface).  Local vendors have action item to determine if they will have a prob with numbers that come “out of order”.

Description of Change:

A strategy on how we look for conflicts for new version id’s must be developed as well as a method to provide warnings when conflicts are found.

Oct 98 LNPAWG (Kansas City), it was requested that we begin discussing this in detail starting with the Jan 99 LNPAWG meeting.  Beth will be providing some information on current data for the ratio of SV-ID to active TNs (so that we can get a feel for how much larger the SV-ID number is compared to the active TNs).

Sep 99 LNPA-WG (Chicago), Lockheed will begin developing a strategy for this.

Jun 00 LNPA-WG (Chicago), AT&T analysis and calculation (using current and projected porting volumes) indicate that a need for a version ID rollover strategy is more than five years away.  Therefore, this change order is removed from R5, and will be discussed internally by NeuStar technical staff.

Jul 00 LNPAWG: NeuStar will track the problem.  It will be a NeuStar internal design.  Change order to stay on open list for possible later Document Only changes.

Jan 06 LNPAWG: Moved to accepted.
Requirements:

TBD.
IIS:
No change required.

GDMO:
No change required.

ASN.1:
No change required.

Origination Date:  06/15/98
Originator:  AT&T
Change Order Number:  NANC 219
Description:  NPAC Monitoring of SOA/LSMS Associations
Pure Backwards Compatible:  YES
IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	
	
	High
	N/A
	N/A


Business Need:

(Revised 8/31/00 to reflect the full scope of this change order.)

Whenever an end-user is ported to a new Service Provider, the new Service Provider notifies other carriers that the end-user's service actually is moved by sending an activation message to the NPAC.  The NPAC in turn immediately broadcasts routing data for the ported number to these carriers, for their use in properly routing calls to the ported number.  However, if a Service Provider's LSMS is off-line at the time of the NPAC's broadcast, that Service Provider's network will not receive correct routing data in a timely manner for the newly ported number and calls from end-users on that Service Provider's network made to the ported number will fail.

This change order allows the NPAC to recognize quickly when an LSMS (or SOA) goes off line, i.e., when its association is aborted, and to issue an alarm.  Further, this change order provides for reports of these events, including a monthly report of LSMS Percent Availability by region for every Service Provider's LSMS.  Implementation of this change order will reduce the intervals that Service Providers' systems are inadvertently off-line as well as create a foundation for an LSMS Availability requirement.  That is, implementation of this change order is expected to reduce LSMS down time and thus improve service to newly ported customers over the long term.

Description of Change:

It has been requested that NPAC Monitoring of SOA and LSMS associations be put into the NPAC SMS at the application (CMIP) layer.  The approach suggested by the requestor would be to alarm whenever aborts are received or sent by the NPAC.  When these alarms occur then have the NPAC Personnel contact the affected Service Provider (need M&Ps to document this contact procedure) to work to ensure the association is brought back up.

From this point forward, this change order will deal with the alarm abort option.  The heartbeat abort option is NANC 299.

Jan 00 meeting, need logging for both loss of an association and bind requests.

Jul 00 meeting: In the Slow Horse subcommittee meeting it was determined that this change order needed to be amended to include the requirements for two additional reports that are needed for LSMS Percent Availability.  

One report will be an Individual LSMS Availability Report that will be produced and distributed to the individual Service Providers/Service Bureaus with an LSMS association on a monthly basis and will contain the following:

· Association Log Report details 

· Association Log Report summary 

· Individual LSMS “raw” percentage availability

· Calculation used to compute the “raw” percent availability

· Individual LSMS percent availability with adjustment for NPAC unavailability 

· Calculation used to compute the percent availability with adjustment for NPAC unavailability 

The second report will be a Regional LSMS Availability Report that will contain the following data:

· Raw percentage availability 

· Percent availability with adjustment for the NPAC unavailability 

· “Appeal” percentage (Service Provider defined) 

The Regional LSMS Availability report will be a rolling report that contains data for an 18 month period and will be distributed to the individual Service Providers with a LSMS association and the corresponding regional LLC.

Requirements:

Association Monitoring & Logging

Req 1 – Association Monitoring

NPAC shall monitor the status of all association/function type/channel combinations between the NPAC SMS and each associated Service Provider.

Req 2 – Detecting Association Aborts

NPAC SMS shall be capable of generating a unique alarmable error message when an association abort is sent or received by the NPAC SMS.

Req 3 – Reporting Association Aborts

NPAC SMS shall be capable of reporting an association abort that is sent or received by the NPAC SMS.

Req 4 – Logging Association Aborts Information

NPAC SMS shall log the following information when an association abort is sent/received by the NPAC SMS: date, time, SPID, association function bit mask, initiator of abort, reason for abort when initiated by the NPAC SMS, error-code, error-text.

Note:  The error-code and error-text are extracted from the NpacAssociationUserInfo structure within each abort.  An abort sent by the NPAC SMS may contain an error-code value of “access-denied”, “retry-same-host”, or “try-other-host”.  If the NPAC SMS is taken offline, a Local SMS may receive an abort without NpacAssociationUserInfo data.  If a Local SMS is taken offline, the NPAC SMS will receive an abort without NpacAssociationUserInfo data.  A network problem may initiate a similar abort to both or either end of the interface between a Service Provider and the NPAC SMS.

Req 5 – Logging Association Bind Information

NPAC SMS shall log the following information when an association bind request (AARQ) is received by the NPAC SMS: date, time, SPID, association function bit mask, recovery mode flag.

Req 6 – Logging Association Bind NPAC SMS Response Information

NPAC SMS shall log the following information when an association bind response (AARE) is sent by the NPAC SMS: date, time, SPID, association function bit mask, error-code, and error-text.

Note:  The error-code and error-text are extracted from the NpacAssociationUserInfo structure within each bind response.  The error-code value will always be “success” and the error-text value will always be “” for a bind response.

Req 7 – Logging Recovery Complete Information

NPAC SMS shall log the following information when a recovery complete request is received by the NPAC SMS: date, time, SPID, association function bit mask.

Association Log Reports

Req 8 – Association Log Report via OpGUI

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Association Log Report on association log data for both types of bind data, recovery complete data and abort data.

Req 9 – Association Log Report Request

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and requesting SPID option (of either an individual SPID or all SPIDs) when generating the Association Log Report on association log data for types of both bind data, recovery complete data and abort data.

Req 10 – Association Log Report Request Sort Criteria

NPAC SMS shall use sort criteria of SPID for primary, system type for secondary, and date/time as third when generating the Association Log Report on association log data for both types of bind data, recovery complete data and abort data.

Req 11 – Association Log Report Display

NPAC SMS shall display the report data with headers indicating SOA or LSMS data.

Req 12 – Display of System Status in the Association Log Report at Report Start Time

NPAC SMS shall display the status of the each system (SOA or LSMS) at the report start time as the first line in each corresponding section of the Association Log Report.

Req 13 – Display of System Status in the Association Log Report at Report End Time

NPAC SMS shall display the status of the each system (SOA or LSMS) at the report end time as the last line in each corresponding section of the Association Log Report.

Req 14 – Valid System Status Values for the Association Log Report

NPAC SMS shall use values of “associated” and “not associated” for the status of each system at the report start and report end times.

Req 15 – Association Log Report for Service Providers

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to request the Association Log Report on association log data for both types of bind data, recovery complete data and abort data, for either a single Service Provider or all Service Providers.

Req 16 – Association Log Report Format and SPID Selection/Display 

NPAC SMS shall be capable of generating the Association Log Report on association log data for both types of bind data, recovery complete data and abort data, specifying the following:
1 – Report Format (detail or summary)
2 – SPID Selection (single Service Provider or all Service Providers)
3 – SPID Display (actual SPID values, or encoding of all SPID values using aliases)

Req 17 – Association Log Report for Individual Service Provider via LTI

NPAC SMS shall allow Service Provider Personnel, via the NPAC SOA Low-tech Interface, to request the Association Log Report on association log data for both types of bind data, recovery complete data and abort data, for only their own SPID.

Req 18 – Association Log Report in Detail or Summary Format

NPAC SMS shall allow the Association Log Report of association log data for both types of bind data, recovery complete data and abort data, to be generated in either detail or summary format.

NOTE:  Detail provides information on each log entry for bind/abort.  Summary provides a total number per SPID for each category of log reporting (aborts, association bind requests, association bind responses, recovery completes).

Req 19 – Association Log Report in Summary Format for Individual Service Provider

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to request, on behalf of an individual service provider, the Association Log Report on association log data for both types of bind data, recovery complete data and abort data, in summary format, and shall encode the SPID value for all other Service Providers.

Individual LSMS Availability Report

Req 20 – Individual LSMS Availability Report for LSMS Associations

NPAC SMS shall produce a monthly Individual LSMS Availability Report, by region, for each Service Provider with an LSMS associated to the NPAC SMS.

Note: For the purpose of this report a Service Provider can also be a Service Bureau. Reports are not distributed to subtending customers of a Service Bureau because only the Service Bureau is being measured.

Req 21 – Relating of Multiple LSMS SPIDs to One Service Provider

NPAC SMS shall have the capability to relate multiple LSMS SPIDs together when these SPIDs belong to the same Service Provider and are updating the same network LNP routing database.

Req 22 – SPID Identifier for Service Providers with Multiple LSMS SPIDs

NPAC SMS shall identify a Service Provider with multiple LSMS SPIDs that update the same network LNP routing database with a composite SPID identifier.
Req 23 – Entry Mechanism for Relating Multiple LSMS SPIDs to One Service Provider

NPAC SMS shall provide a mechanism for NPAC Personnel to enter multiple LSMS SPIDs for one Service Provider when these LSMS SPIDs are updating the same network LNP routing database. 

Req 24 – Individual LSMS Availability Report for Service Providers with Multiple LSMS SPID Associations

NPAC SMS shall be able to provide a composite Individual LSMS Availability Report for Service Providers that have multiple LSMS SPIDs associated to the NPAC SMS that update the same network LNP routing database.

Req 25 –Individual LSMS Availability Report Frequency

NPAC SMS shall automatically produce the Individual LSMS Availability Report on a tunable day of the month for the previous calendar month.

Req 26 – Entry Mechanism for Service Provider Maintenance Windows

NPAC SMS shall provide a mechanism for NPAC Personnel to enter the date, start time, and end time of multiple Service Provider Maintenance Windows.

Note:  The Service Provider Maintenance Window is the industry approved maintenance windows for Service Providers as described in PIM 2 and approved by the LLCs.

Req 27 – Modify Mechanism for Service Provider Maintenance Windows

NPAC SMS shall provide a mechanism for NPAC Personnel to modify the date, start time, and end time of a Service Provider Maintenance Window.

Req 28 – Delete Mechanism for Service Provider Maintenance Windows

NPAC SMS shall provide a mechanism for NPAC Personnel to delete the date, start time, and end time of a Service Provider Maintenance Window.

Req 29 – Alarm if no Acknowledgement of Service Provider Maintenance Window

NPAC SMS shall send an error message and alarm if there has been no entry of a Service Provider Maintenance Window when the report is run.

Req 30 – Entry Mechanism for NPAC SMS Down Time for the Region

NPAC SMS shall provide a mechanism for NPAC Personnel to enter the date, start time, and end time of NPAC SMS down time outside of Service Provider Maintenance Windows that affects the region.

Req 31 – Entry Mechanism for NPAC SMS Down Time Affecting a Specific Service Provider

NPAC SMS shall provide a mechanism for NPAC Personnel to enter the date, start time, and end time of NPAC SMS down time outside of Service Provider Maintenance Windows that affects a specific Service Provider.

Req 32 – Modify Mechanism for NPAC SMS Down Time

NPAC SMS shall provide a mechanism for NPAC Personnel to modify the date, start time, and end time of NPAC SMS down time outside of Service Provider Maintenance Windows.

Req 33 – Delete Mechanism for NPAC SMS Down Time

NPAC SMS shall provide a mechanism for NPAC Personnel to delete the date, start time, and end time of NPAC SMS down time outside of Service Provider Maintenance Windows.

Req 34 – Individual LSMS Availability Report Contents 

NPAC SMS shall generate the Individual LSMS Availability Report with the following content:

1. Input Criteria

2. Individual LSMS “raw” percent availability, composite for any Service Provider that has multiple LSMS SPIDs associated to the NPAC SMS that update the same network LNP routing database 

3. Calculation used to compute the individual LSMS “raw” percent availability.  This calculation takes into account Service Providers that have multiple LSMS SPIDs that update the same network LNP routing database.

4. Individual LSMS percent availability adjusted for NPAC caused unavailability, composite for any Service Provider that has multiple LSMS SPIDs associated to the NPAC SMS that update the same network LNP routing database

5. Calculation used to compute the individual LSMS percent availability adjusted for NPAC caused unavailability

6. Association Log Report Summary for the LSMS for the report month by SPID

7. Association Log Report Detail for the LSMS for the report month by SPID

Example report:

Individual LSMS Availability Report for September

Service Provider Id 1234 
Section 1:

Input Parameters:

Service Provider:
abcd

Service Provider Maintenance Windows:
09/03/00  6:00 – 18:00







09/10/00  6:00 – 12:00







09/17/00  6:00 – 12:00







09/24/00  6:00 – 12:00

NPAC Downtime Outside of Service Provider Maintenance Windows: 
09/15/00  16:00 – 18:00











09/25/00   1:00 –   2:00



09/20/00   8:00 –   8:20

Section 2:

LSMS RAW PERCENT AVAILABILITY = 99.90 %

Section 3:

CALCULATIONS  

Total minutes for September  =  43,200 minutes (24 hrs * 60 min * 30 days)

Total minutes of Service Provider Maintenance Windows in September  =  1,800 minutes

 
(12 hrs * 60 min * 1 day) + (6 hrs * 60 min * 3 days)

Total minutes Available for Porting in September  = 41,400 minutes (43,200 – 1,800)

LSMS Downtime In Minutes  =  41 minutes (from NPAC logs)


09/01/00 01.33.47 - 09/01/00 01.52.17
8.5 minutes



.



.



.


09/23/00 11.03.47 - 09/24/00 11.23.17
19.5 minutes

Raw LSMS Availability  =  41,359 minutes (41,400 – 41)

LSMS Raw Percent Availability  =  99.90% (41359/41400*100)

Section 4

LSMS NPAC ADJUSTED PERCENTAGE AVAILABILITY = 99.90 %

Section 5:

CALCULATIONS

Total minutes in the month  =  43,200 minutes (24 hrs * 60 min * 30 days)

Total minutes of Service Provider Maintenance Windows in September  = 1,800 minutes

 
(12 hrs * 60 min * 1 day) + (6 hrs * 60 min * 3 days)

Total minutes of Downtime for NPAC SMS outside of Service Provider Maintenance Windows: 

 =  200 minutes

Total minutes Available for Porting in September Adjusted for NPAC Downtime 

  =  41,200 minutes (43,200 – 1,800 – 200)

LSMS Downtime In Minutes  =  41 minutes (from NPAC logs)

LSMS Availability adjusted for NPAC Downtime  =  41,159 minutes (41,200 – 41)

LSMS Percent Availability adjusted for NPAC Downtime  =  99.90% (41159/41200*100)

Section 6:

Association Log Report – Summary
	System Type
	SPID
	Total Down Time 
	
	

	LSMS
	1234
	41 minutes
	
	


Section 7:

Association Log Report – Detail
LSMS

	SPID
	Date & Time 
	Type of Data
	Error Code
	Error Text

	abcd
	09/01/00 00.00.01
	Status = Not Associated
	
	

	abcd
	09/01/00 00.33.47
	Bind Request Received
	Success
	

	abcd
	09/01/00 00.33.47
	Bind Response
	Success
	

	abcd
	09/01/00 00.34.48
	Recovery Complete
	Success
	

	abcd
	09/03/00 18.03.07
	Abort Received
	Success
	

	abcd
	09/03/00 18.08.42
	Bind Request Received
	Access denied
	Invalid Key

	abcd
	09/03/00 18.13.37
	Bind Request Received
	Access denied
	Invalid departure time

	   .
	
	
	
	

	   .
	
	
	
	

	   .
	
	
	
	

	
	
	
	
	

	abcd
	09/30/00 06.21.47
	Bind Request Received
	Success
	

	abcd
	09/30/00 06.21.47
	Bind Response
	Success
	

	abcd
	09/30/00 06.21.47
	Recovery Complete
	Success
	

	abcd
	09/30/00 24.00.00
	Status = Associated
	
	


Req 35 – “Raw” Percentage LSMS Availability Data Logging 

NPAC SMS shall log the “raw” Percentage LSMS availability, region, and SPID from each Individual LSMS Availability Report for use in the Regional LSMS Availability Report.

Req 36 – Adjusted Percentage LSMS Availability Data Logging 

NPAC SMS shall log the “adjusted” Percentage LSMS availability, region, and SPID from each individual LSMS Availability Report for use in the Regional LSMS Availability Report.

Req 37 – Maintenance of Data for Multiple LSMS SPIDs Reported as a Composite that become Independent LSMS SPIDs

NPAC SMS shall maintain data on multiple LSMS SPIDs that were reported as a composite, but become independent, under the composite SPID for the period prior to the LSMS SPIDs becoming independent.

Note:  Historical data will not be recalculated.

Req 38 – Maintenance of Data for Multiple LSMS SPIDs Reported Independently that become a Composite

NPAC SMS shall maintain data on multiple LSMS SPIDs that were reported independently, but become a composite, under each LSMS SPID for the period prior to the LSMS SPIDs becoming a composite.

Note:  Historical data will not be recalculated.

Req 39 – Individual LSMS Availability Report Distribution

NPAC SMS shall email the Individual LSMS Availability Report to the appropriate Service Provider or Service Bureau for which the report is generated.

Calculations to be used for the Individual LSMS Percent Availability 

Req 40 – Calculation of Total Minutes in the Month

NPAC SMS shall determine the number of days in the given month and calculate the Total Minutes of Availability in the month (24 hours/day * 60 minutes/hour * X days a month).

Req 41 – Calculation of Total Minutes of Service Provider Maintenance Window in the Month

NPAC SMS shall calculate the Total Minutes of Service Provider Maintenance Window in the month using the number of hours and days of Service Provider maintenance: (Y1 hours/day * 60 minutes/hour * Z1 days a month) + (Y2 hours/day * 60 minutes/hour * Z2 days a month) where:

Y1 = length of extended maintenance window

Z1 = number of extended maintenance window days per month (first Sunday only at present time)

Y2 = length of normal scheduled maintenance window

Z2 = number of normal scheduled maintenance window days per month (number of Sundays in month minus number of extended maintenance Sundays)

Req 42 – Calculation of Maximum Minutes Available for Porting in the Month.

NPAC SMS shall calculate the Total Minutes of Scheduled LSMS Availability in the month by subtracting the Total Minutes of Service Provider Maintenance Window in the month from the Total Minutes of Monthly Availability.

Req 43 – Calculation of Total Minutes of LSMS Down Time for each LSMS

NPAC SMS shall calculate the time difference between each abort and corresponding bind request for an LSMS and then sum the times together for the monthly down time value.

Note: "Down time" is the time between an abort and the following bind request.  Subsequent bind requests without corresponding aborts will be excluded from the calculation.  "Down time" during the Service Provider Maintenance Window is not included in the Availability calculation.  Aborts with an error-code of retry-other-host and retry-same-host are not to be included in the availability calculation because these error codes indicate NPAC SMS unavailability.

Req 44 – Calculation of LSMS Availability Time

NPAC SMS shall calculate all LSMS availability times based on the “bind” time.

Req 45 –LSMS Unavailability Time

NPAC SMS shall consider the LSMS unavailable between the “abort” time and the “bind” time.

Req 46 – Calculation of Down Time for Service Providers with multiple LSMS SPID Associations

NPAC SMS shall treat multiple LSMS SPID associations to the NPAC SMS from the same Service Provider that update the same network LNP routing database as one association for purposes of down time calculations. 

Req 47 – Calculation of Total Minutes of Availability Time

NPAC SMS shall determine the Total Minutes of LSMS Availability Time by subtracting the Total Minutes of LSMS down time from the Total Minutes of Scheduled LSMS Availability for each LSMS Association.

Req 48 – Calculation of “Raw” Percentage for Individual LSMS Availability

NPAC SMS shall calculate the “raw” percent availability for a given LSMS for the given month by dividing the Total Minutes of Availability Time by the Total Minutes of Availability for Porting and multiplying by 100.

Note: “Raw” percent availability means that the percent availability is based on NPAC SMS logging data with adjustment for predefined Service Provider Maintenance Windows only. 

Example of the Monthly Analysis:

The following is an example of the monthly analysis for service provider "Sample Telco" in the month of September 2000 with the Service Provider Maintenance Windows occurring every Sunday morning from 6:00 am to 6:00 pm CDT on the 1st Sunday, and 6:00 am to 12:00 noon CDT, i.e., 6 hours a week, the remaining Sundays. “Sample Telco” has a LSMS association to the NPAC SMS.

Total minutes in September = (24 hours/day * 60 minutes/hour * 30 days) 43,200 minutes

Total minutes of Service Provider Maintenance Windows in September = (12 hours/day * 60 minutes/hour * 1 days a month) + (6 hours/day * 60 minutes/hour * 3 days/month) = 1,800 minutes

Total minutes Available for Porting in September = (43,200 minutes - 1,800 minutes) = 41,400 minutes

Downtime for Sample Telco LSMS outside the Service Provider Maintenance Windows in September = 41 minutes

Availability time for Sample Telco in September = (41,400 minutes - 41 minutes) = 41,359 minutes

The “Raw” percentage LSMS Availability for Sample Telco in September = (41,359 minutes/41,400 minutes) X 100 = 99.90% 
Req 49 – Calculation of Total Minutes of NPAC SMS Down Time for the Region

NPAC SMS shall calculate the total minutes of NPAC SMS down time, outside of Service Provider Maintenance Windows, for the region, for the month.

Req 50 – Calculation of Percent Availability Adjusted for NPAC SMS Unavailability

NPAC SMS shall calculate the percent availability for a given LSMS for the given month, adjusted for NPAC SMS unavailability, by subtracting the total minutes of NPAC SMS down time outside of Service Provider Maintenance Windows from the total minutes of Availability Time and dividing the result by the Total Minutes of Availability for Porting and multiplying by 100.

Example of the Monthly Analysis:

The following is an example of the monthly analysis for service provider "Sample Telco" in the month of September 2000 with the Service Provider Maintenance Windows occurring every Sunday morning from 6:00 am to 6:00 pm CDT on the 1st Sunday, and 6:00 am to 12:00 noon CDT, i.e., 6 hours a week, the remaining Sundays and adjustment for NPAC SMS unavailability. “Sample Telco” has a LSMS association to the NPAC SMS.

Total minutes in September = (24 hours/day * 60 minutes/hour * 30 days) 43,200 minutes

Total minutes of Service Provider Maintenance Windows in September = (12 hours/day * 60 minutes/hour * 1 days a month) + (6 hours/day * 60 minutes/hour * 3 days/month) = 1,800 minutes 

NPAC SMS Down Time outside of Service Provider Maintenance Windows in September = 200 minutes

Total minutes Available for Porting adjusted for NPAC SMS Down Time outside of Service Provider Maintenance Windows = (43,200 minutes - 1,800 minutes - 200 minutes) = 41,200 minutes 

Downtime for Sample Telco LSMS outside the Service Provider Maintenance Windows in September = 41 minutes 

Availability time for Sample Telco in September = (41,200 minutes - 41 minutes = 41,159 minutes

The “adjusted” percentage LSMS Availability for Sample Telco in September = (41,159 minutes/41,200 minutes) X 100 = 99.90% 
Regional LSMS Availability Report

Req 51 – Regional LSMS Availability Report for Service Providers and LLCs

NPAC SMS shall produce a monthly Regional LSMS Availability Report for each NPAC region to be distributed to each Service Provider that has an LSMS association to the region and to the corresponding regional LLC.

Note: For the purpose of this report a Service Provider can also be a Service Bureau. Reports are not distributed to subtending customers of a Service Bureau because only the Service Bureau is being measured. 

Req 52 – Regional LSMS Availability Report Frequency

NPAC SMS shall automatically produce the Regional LSMS Availability Report on a tunable day of the month for the previous calendar month.

Req 53 –Regional LSMS Availability Report Input Data

NPAC SMS shall use the following input data to create the Regional LSMS Availability Report:

· A key to convert each Service Provider to an alias

· Previous tunable number of months LSMS Percent Availability 

· Appeal data from the individual Service Providers
Req 54 – Entry Mechanism for Service Provider Appeal Data

NPAC SMS shall provide a mechanism for NPAC Personnel to enter the Appeal Data provided by the Service Provider.

Req 55 – Modify Mechanism for Service Provider Appeal Data

NPAC SMS shall provide a mechanism for NPAC Personnel to modify the Appeal Data provided by the Service Provider.

Req 56 – Delete Mechanism for Service Provider Appeal Data

NPAC SMS shall provide a mechanism for NPAC Personnel to delete the Appeal Data provided by the Service Provider. 

Req 57– Regional LSMS Availability Report Content 

NPAC SMS shall be capable of generating the Regional LSMS Availability Report with the following data:

1. Tunable number of months data, with a one month lag, on all LSMSs that have an association to the region (i.e.: latest data displayed in the June 1st report would be for the month of April)

2. “Raw” LSMS percent availability for each month for each LSMS associated to the region

3. LSMS percent availability with adjustment for NPAC SMS unavailability for each month for each LSMS associated to the region

4. Appeals percentages as provided by the individual Service Providers or Service Bureaus for each month for each LSMS associated to the region

5. SPID alias in place of a SPID for each LSMS associated to the region 

Note 1: A Service Provider alias is used for confidentiality. Each Service Provider will receive a key for his own alias and corresponding regional LLCs will receive the conversion keys for all Service Providers in their region.

Note 2:  Data will be composite for the Service Providers that have multiple LSMS SPIDs associated to the NPAC SMS that update the same network LNP routing database.

Req 58– Regional LSMS Availability Report Delivery Format 

NPAC SMS shall deliver the Regional LSMS Availability Report in a comma separated format which can be imported into an Excel spreadsheet.  

Example Report:

The following is a representation of what the Regional LSMS Availability Report would look like when imported into the Excel spreadsheet.

 Regional LSMS Availability Report for February 1999 – July 2000
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Req 59 –Regional LSMS Availability Report Distribution

NPAC SMS shall email the Regional LSMS Availability Report to each Service Provider and Service Bureau that has an LSMS association to the NPAC region and to the corresponding regional LLCs.

Tunables

Req 60 – LSMS Availability Report Tunable Parameter

NPAC SMS shall provide an LSMS Availability Report tunable parameter that defines the day of the month that the Individual and Regional LSMS Availability Reports will be produced.

Req 61 – LSMS Availability Report Tunable Parameter Usage

NPAC SMS shall use the same tunable value for both the Individual LSMS Availability Report and the Regional LSMS Availability Report each month.

Req 62 – LSMS Availability Report Tunable Parameter Default

NPAC SMS shall default the LSMS Availability Report tunable parameter to one, representing the first day of the month.

Req 63 – LSMS Availability Report Tunable Parameter Valid Values

NPAC SMS shall use the values of 1 to 31 as valid values for the LSMS Availability Report tunable parameter.

Req 64 –LSMS Availability Data Storage Tunable Parameter 

NPAC SMS shall provide an LSMS Availability Data Storage tunable parameter that defines the number of months that the LSMS Availability Data (raw, adjusted, and appealed) will be kept.

Req 65 –LSMS Availability Data Storage Tunable Parameter Default

NPAC SMS shall default the LSMS Availability Data Storage tunable parameter to eighteen, representing eighteen months.

Req 66 –LSMS Availability Data Storage Tunable Parameter Valid Values

NPAC SMS shall use the values of 1 to 24 as valid values for the Individual LSMS Availability Data Storage tunable parameter.

IIS:

No change required.

GDMO:

No change required.

ASN.1:

No change required.

Origination Date:  08/14/98
Originator:  MetroNet
Change Order Number:  NANC 232
Description:  Web Site for First Port Notifications
Functional Backwards Compatible:  YES
IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	
	
	Low
	N/A
	N/A


Business Need:

Currently first port notification information is a single event broadcast.  SPs would like to see historical documentation of first ports available outside of SOA/LSMS/LTI interfaces.  This change order would place "first port" notifications on the web, similar to the NPA-NXX openings that are on the web today.

Description of Change:

Currently all SOAs and LSMSs receive "first port" notifications.  A request has been submitted to provide this information on the NPAC Web Site.

The current process does NOT send this information to the LTI user (unlike SPs that have a CMIP-based SOA), but requires the LTI user to "query" the NPAC for notifications contained in the NPAC notification log (for that specific SP).  The user may also generate an NPAC report of all notifications for that SP.

The desire is to have these "first port" notifications on the web, similar to the NPA-NXX openings that are on the web today.

NOTE:  This change order is similar to the existing requirements, R3-10 and R3-11 (Web bulletin board updates of NPA-NXXs and LRNs).
Jan 00 LNPAWG meeting, the group discussed the need to have the data displayed in the report format versus the current web format with the addition of the first port indicator.  The final description of this change order is now, “post the NPA-NXX report on the web on a weekly basis”.

Requirements:

R3-10
NPAC SMS notification of NPA-NXX availability to the Service Providers

NPAC SMS shall inform all Service Providers about the availability of the NPA‑NXXs for porting via the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces or the Web bulletin board.  The NPA‑NXX data fields sent via the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces interface are:

· NPAC Customer ID

· NPAC Customer Name

· NPA‑NXX ID

· NPA ‑NXX Value

· Effective Date

· Download Reason

The NPA‑NXX data fields sent to the WEB bulletin board are:

· NPAC Customer ID

· NPAC Customer Name

· NPA‑NXX Value

· Effective Date when in the future
· First Port Indicator via the First Port Date (most likely will be set at a later date than the NPA-NXX opening)
Req 1
NPAC SMS Display of NPA-NXX Information on the Web

NPAC SMS shall display the NPA-NXX information on the web bulletin board described in RR3-10, in the same format as the “Open NPA-NXXs List” Report that is available for NPAC Personnel using the NPAC Administrative Interface and Service Provider Personnel using the NPAC SOA Low-tech Interface.

IIS:

No change required.

GDMO:

No change required.

ASN.1:

No change required.

Origination Date:  04/12/02
Originator:  SBC
Change Order Number:  NANC 355
Description:  Modification of NPA-NXX Effective Date (son of ILL 77)
Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	Y
	Med-Low
	TBD
	TBD


Business Need:

When the NPAC inputs an NPA Split requested by the Service Provider and the effective date and/or time of the new NPA-NXX does not match the start of PDP, the NPAC cannot create the NPA Split in the NPAC SMS.  To correct this problem the NPAC can contact the Service Provider and have them delete and re-enter the new NPA-NXX specified by the NPA Split at the correct time, or the NPAC can delete and re-enter the NPA-NXX for the Service Provider.

However, the NPA-NXX may already be associated with the NPA Split at the Local SMS, and the subsequent deletion of the NPA-NXX will cause that specific record to be old time-stamped.  When the NPA-NXX is re-created, that new record will have a different time stamp, and it requires a manual task for the Service Provider to search for new NPA-NXX records which might match the NPA Split.  If identified and corrected, it will be added.  If not identified, it will affect call routing after PDP.

Description of Change:

This activity would only be allowed by NPAC personnel, via the GUI, to modify the NPA-NXX Effective Date.

At the time of modification request, all existing pending subscription versions must have a due date greater than the new effective date in order for the change to occur.  If one or more pending subscription versions have a due date less than the new effective date, a change would not be made and an error message would be returned to the NPAC user.

It would be the responsibility of the owner of the NPA-NXX to resolve issues of pending versions with due dates prior to the new effective date before a change could be made.

For valid requests, the NPAC will notify the SOA/LSMS of a modified effective date (M-SET). 

Jan ’03 LNPAWG, approved, move to accepted category.
Requirements:

TBD.
IIS:

TBD.
GDMO:

TBD.
ASN.1:

TBD.

Origination Date:  06/14/02

Originator:  NeuStar
Change Order Number:  NANC 363
Description:  Lockheed-to-NeuStar Private Enterprise Number
Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	
	
	
	Y
	TBD
	Low
	Low


Business Need:

The current ASN.1 uses the Lockheed Martin private enterprise number.  This needs to be changed to the NeuStar registration number, as was provided by IANA (Internet Assigned Number Authority).

The following three areas in the ASN.1 will be changed:

LNP-OIDS

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheedMartin(103) cis(7) npac(0) iis(0) oids(0)}

lnp-npac OBJECT IDENTIFIER ::=

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheedMartin(103) cis(7) npac(0)}

-- LNP General ASN.1 Definitions

LNP-ASN1

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheed(103) cis(7) npac(0) iis(0) asn1(1)}

Description of Change:

Change the current ASN.1 definition from lockheedMartin (103) to NeuStar (13568).
Jan ’03 LNPAWG, approved, move to accepted category.  Need to get SOA/LSMS vendor feedback during Feb ’03 LNPAWG meeting.

Feb ’03 LNPAWG, SOA/LSMS vendor feedback.  Colleen Collard (Tekelec), more than a recompile, but LOE is low.  Logistical implementation an issue since non-backwards compatible (for vendors with single platform and different regions with different implementation dates).  Need to consider efficiency of roll-out.  To alleviate this problem would need all regions upgraded at same time.  Burden will be somewhere for someone to support both (either NPAC or vendor side).  This change should be incorporated at the next regular release, and not during it’s own release.
Requirements:

No change required.

IIS:

No change required.

GDMO:

No change required.

ASN.1:

See above
Origination Date:  04/04/03
Originator:  NeuStar
Change Order Number:  NANC 382
Description:  “Port-Protection” System 
Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	Y
	TBD
	TBD
	TBD


(The following INDENTED TEXT is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)

Overview:

The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports that gives end-users the ability to define their portable telephone numbers as “not-portable.”  The NPAC SMS enforces the “not-portable” status of a telephone number so long as it remains in effect.  No Local Service Provider (LSP) can invoke or revoke “port protection” on a working telephone number; end-users completely control the portability of their portable telephone numbers.

Business Need:

Inadvertent porting of working numbers is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that physical plant is operated without failure.  This is because any LSP by mistake may port a telephone number away from that number’s current serving switch.

The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) when the wrong telephone number submitted to NPAC for a conventional inter-SP port, and (2.) when intra-SP ports are not done before a pooled block is created.  There is a similar inadvertent port problem for non-working numbers, but erroneous moves of non-working numbers are not directly service-affecting and are not addressed here.

NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.

This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below IN BLUE:

Overview:

The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports.  The system makes it possible for end-users to define their portable telephone numbers as “not-portable.”  The NPAC SMS prevents the port of a “not-portable” telephone number (TN) through its automated validation processes.  A Local Service Provider (LSP) can invoke or revoke “port protection” for a working TN, but only at the end-user’s request.

Business Need:

Inadvertent porting of working TNs is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that the physical plant is operated without failure.  This is because another LSP by mistake may port a TN away from that number’s current serving switch. 

The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) the wrong TN is submitted to the NPAC SMS for a conventional inter-SP port, and (2.) intra-SP ports are not done before a thousands-block is created. There are similar inadvertent port scenarios for non-working TNs, but erroneous moves of non-working TNs are not immediately service-affecting and are not addressed here.

NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.

Description of Change:

(The following INDENTED TEXT is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)

-- System Architecture -- 

Changes to the NPAC SMS are required, to establish a table of “Port-Protected TNs” in which portable numbers that no longer can be ported are listed.  A step must be added to the NPAC SMS’s validation process in order to check this new table whenever an inter-SP port or pooled block create is attempted.
  An interface change could be required as well if industry wishes to know when a request’s rejection is due to the involved number being on the “Port Protection” list.

Creation of an IVR system is required, to receive end-user requests for protection of their numbers from porting (or to remove this protection) and to relay the information to the NPAC SMS.  The system would automatically modify the NPAC’s “Port-Protection” tables based on the end-user requests it receives.  Access to the IVR would be through the end-user’s current LSP customer rep.  Any other LSP willing to assist the end-user could be involved.

The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.

The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)

Arrangements for security handshakes must be made in advance with each participating LSP.

A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.

To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.

-- System Operation -- 

The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.

The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)

Arrangements for security handshakes must be made in advance with each participating LSP.

A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.

To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.

When the NPAC attempts to create a pending SV or a pooled block, the NPAC will check the “Port Protection” list in its validation process for inter-SP port (including Port-to-Original) and “-X” create requests. 

The “Port Protection” validation does not occur for intra-SP ports.  These may represent inadvertent ports, but validation necessary to determine whether override would be appropriate is not feasible.  The validation occurs for only those deletes that are “Port-to-Original” situations.

 -- Process Flow -- 

The end-user contacts an LSP (or an LSP contacts the end-user).  (It is not inherently necessary for there to be Service Provider involvement in this process, but NeuStar is not prepared to operate a system which does not involve LSP participation.)

End-user indicates desire to invoke (or revoke) “Port Protection.”

LSP customer rep places end-user on hold and calls the “Port-Protection” IVR.

LSP provides its pre-assigned ID information to IVR system.  (LSP arrange for security codes before attempting to assist end-users with the “Port-protection” process.)

LSP brings end-user on to the active line and leaves call; end-user interacts with IVR.

Using a standard script, the IVR confirms caller is authorized to make changes to the telephone number account, determines the caller’s name, and lists the telephone number(s) to be added to (or removed from) the “port-protection” table.  The customer may actually enter the TN desired.  The call is recorded.

The IVR system then enters this information into an automated ticket system.

Completion of the ticket automatically sends triggers an update of the NPAC’s “port-protection” table.

In the case of a number that has been entered in the port-protection table, but is no longer assigned to an end-user, the current Service Provider itself can ask that the number be removed from the “port-protection” table.  The provider would have to be recognized by the NPAC as the code/block owner and would have to state that the number is not assigned to an end-user.
This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below IN BLUE:

-- System Architecture -- 

Changes to the NPAC SMS are required to establish a table of “Port Protected” TNs, in which portable numbers that no longer can be ported are listed, and to add a validation step that rejects attempts to port a TN that is on the list.  The validation is performed on the new-SP’s Create message for an inter-SP port, when a thousands block is created, and, optionally, for an intra-SP port.  (The optional intra-SP port validation is invoked on a SPID-specific basis.)   The rejection notification sent when a request fails this NPAC SMS validation will indicate that the TN is on the Port Protection list.  No interface change is required for this rejection message, since a new optional attribute will be added to accommodate the new error text.

LSP requests to add TNs to the Port Protection table are made to the NPAC Help Desk via e-mail (the TNs involved are shown on an Excel attachment to the e-mail message).  LSPs use the same approach to delete TNs from the table.

-- System Operation -- 

A TN is added to the NPAC’s Port Protection table when an LSP requests this action.  The same process applies when an LSP requests the removal of a TN from the table.

The NPAC Help Desk accepts requests to change Port Protection table entries only from pre-authorized representatives of an LSP.  (The LSP need not be a facility-based provider.)  A TN may be added to or removed from the “Port Protection” list as often as required.

When the NPAC SMS receives the new SP’s Create request, it will check the Port Protection table during the Pending SV Create validation process for inter-SP ports (including Port-to-Original SV deletes). Optionally
, the validation is performed for intra-SP ports.

The NPAC SMS also will make this validation check in connection with “-X” create requests.
 
The validation is not applied to Modify requests

In the disconnect scenario, the NPAC SMS will check the Port Protection list and, if the TN is found, will remove the involved disconnected ported TN from the list.  This automatic removal of a disconnected TN from the Port Protection list can occur only in the case of a disconnected TN that was ported.  A non-ported TN that is disconnected must be removed from the list by the LSP having the disconnected non-ported TN in its inventory.

-- Process Flow -- 

NPAC Help Desk

· The end-user contacts an LSP (or an LSP contacts the end-user). 

· End-user indicates to LSP his desire to invoke (or revoke) “Port Protection.”

· LSP contacts NPAC Help Desk via e-mail to request change.

· The NPAC Help Desk updates the Port Protection table.

NPAC SMS
· NPAC SMS applies the Port Protection validation (1.) to the new-SP Create request of an inter-SP port, (2.) to a Block Creation request, and (3.) optionally at the individual SPID level, to an intra-SP port request.  If the TN is found on the Port Protection list, NPAC SMS rejects the request and indicates that a Port Protection validation failure is the reason for the request’s rejection.

· Disconnect of a ported TN results in automatic removal of the TN from the Port Protection list; disconnect of a non-ported TN requires owning LSP to request the disconnected TN’s removal from the list.

· An LSP’s regional NPAC SMS Profile indicates whether the Port Protection validation should be applied also to its intra-SP port requests.

Nov ’03 LNPAWG, discussion:
The group discussed the high-level steps.  There were a couple of updates that were requested.  These steps will be evaluated once the policy issues/questions are discussed:

1. For intra-ports, let the port go through and keep them on the list.

2. In steps 4.b, no need to look at the list, just allow the Old SP Create to happen.  If they are on the list, then for now, leave it on the list.

3. For step 8, add that this does NOT apply to PTO.

Policy issues/questions:  (at the Jan ’04 LNPAWG, we would discuss if and how, we might Tee this up at NANC).

1. What types/classes of numbers can be placed on the list?  What criteria?  What kind of criteria.

2. Who can put it on the list and remove it from the list?  This is an authorization question.

3. What is the PROCESS for getting them on and off the list?  How mechanically, do you put/remove it on the list.

4. Who can access the list, need a process to access the list.  What is shown when they access the list    (police, other authority)

Other points discussed:

1. Want more than just the IVR way to get numbers on/off the list.

2. Want some type of pre-validation process to “ping” the list and see if someone is on the PPL.

3. Want the ability to audit the list.

Requirements:

TBD

IIS

TBD

GDMO

TBD

ASN.1

TBD

Origination Date:  10/16/03

Originator:  Qwest
Change Order Number:  NANC 390
Description:  New Interface Confirmation Message SOA/LSMS-to-NPAC

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	Y
	TBD
	TBD
	TBD


Business Need:

Service Provider systems (SOA/LSMS) need to know (in the form of a positive acknowledgement from the NPAC) that the NPAC has received their request message, so the systems (SOA/LSMS) do not unnecessarily resend the message and cause duplicate transactions for the same request.

Based on the current requirements for the NPAC, the NPAC acknowledgement message (generally referred to as "a response to a request" from the SOA/LSMS) is not returned until AFTER the NPAC has completed the activity required by that request.  During heavy porting periods, transactions that require many records to be updated may take longer than normal for a response to be received from the NPAC.  In the case of a delayed response, the SOA/LSMS may abort the association to the NPAC (e.g., after the 15 minute Abort timer expires).  When the association is re-established, the SOA/LSMS may resend messages to the NPAC because they haven’t received a response to the first message and thus believe the NPAC did not receive the original message.  This behavior can lead to a duplicate transaction for the same request thus:  1.) causing a heavy volume of transactions over the NPAC to SOA/LSMS interface, 2.) slowing Porting completion, 3.) causing an increase of Porting costs, 4.) causing duplicate message processing at the NPAC, and 5.) possibly causing manual intervention by NPAC and Service Provider personnel, etc.

Description of Change:

A new message will be explored during the Nov ’03 LNPAWG meeting.

Additionally, a discussion item needs to occur regarding the possible inclusion of Service Provider profile settings to support this new feature.

Nov ’03 LNPAWG, discussion:
Explained the current functionality, and the fact that higher priority transactions will be worked before other requested work, which can cause delays in responses.  In the case where previously submitted work was re-sent to the NPAC, the NPAC may have to re-do work it has already done.

Providers may see a backup in their SOA traffic, thereby causing them to process extra data as well.

A toggle would need to be added for backwards compatibility.  Providers that support the new confirmation message would use the new method/flow, and other providers would continue to use the current method/flow.  There is definitely a benefit to this, but to obtain the benefit would require changes to the SOA as well.

It was agreed that this would be accepted as a change order, and would continue to be worked with the Architecture group in December.

Apr ’04 APT, discussion:

Need to consider implementing on the SOA/LSMS response side as well.  For example, in the proposed solution, the NPAC initiates a message to the local system, and the local system returns an immediate confirmation indicating they received the message.  Upon successful processing of the requested message, the local system will return a response to the request (as currently done today).  For the May ’04 meeting, additional flows will be provided to cover this scenario.

In order to minimize the impact of additional traffic on the interface, the new acknowledgement message will not include a digital signature in the access control.

Major points/processing flow/high-level requirements:

To assist in the discussion and understanding of NANC 390, the following flows and descriptions have been included.  In this example, the flow is for New SP subscription version Create messages.  However, this functionality will be incorporated into all of the existing message sets between the SOA and NPAC.

Page 2, current NPAC implementation, flow B.5.1.2, steps 2 and 3, the NPAC must perform the following processing:

a. Receive the message.

b. Perform message validation.

c. Run the business rules.

d. Package up the information that is sent back to the originating SOA.

e. Store the information in the database.

Following these five steps (a through e), the message response is sent back in flow B.5.1.2, step 4, and the SV-IDs are sent in flow B.5.1.2, step 5.

If there is a backlog, then this message is not immediately processed, but must “wait-it’s turn”, including higher priority items that “cut in line”.

Also, if there are problems (e.g., the router gets hung up, or goes down), the NPAC performs all the work, but then cannot send it back to the originating SOA because the message invoke ID is no longer available.  This causes an unnecessary work effort on NPAC resources, since the message must be fully re-processed.

Using the NANC 390 method, the response to the request (in this case M-ACTION) will be sent immediately upon storage in the database.  It will include a new Request ID to uniquely identify the request.  A new M-ACTION notification (genericResponse) will be used, steps 4.1 and 4.2.  This will be sent for all situations, and in error situations, an error will be included.  Benefits include:

1. If there is a backlog of messages to process, the SOA is not waiting for a confirmation that the request was received.  It is quickly returned upon receipt regardless of system load in the NPAC SMS engine.

2. In problem situations (e.g., the router gets hung up, or goes down), the SOA does not need to resend the message if the response was received from the NPAC.  Processing will continue once the connection is re-established.  Additionally, a Request ID on the response allows both the SOA and the NPAC to tie the quick confirmation with the subsequent notification (whether error message or object creation).

3. When the new message is used, detailed error message can be sent (either an error code attribute or a graphicString attribute will be included for error text that allows us to send back a useful error message [e.g., error code 123, which would equate to: “cannot Create a PTO SV when you are not the owner of the NPA-NXX”] ).  This would eliminate the need for ILL 130 (Application Level Errors).
OPEN ISSUE (Jan ’04):  should the NPAC send the code, the text string, or both?
OPEN ISSUE (Jan ’04):  should this new message (step 4.1) be encrypted?  Need SP feedback on this.
4. When the new message is used, an invoke ID will be included, thereby allowing the originating SOA to match this message up with the original request.

5. The SOA will likely have less duplicate work to perform during heavy load, because the new requestReceived notification will be sent and received in a timely fashion.

6. The NPAC will likely have less duplicate work to perform during heavy load, because the quick response to the SOA would eliminate duplicate requests from the SOA.

The following is copied directly from the 3.2.1a IIS.

B5.1.2 – SubscriptionVersion Create by the Initial SOA (New Service Provider):

In this scenario, the new service provider is the first to send the M-ACTION to create the subscriptionVersion object.


[image: image1.wmf] 

Old SOA

 

NPAC SMS

 

LSMS

 

New SOA

 

SOA >

 

5: M

-

EVENT

-

REPORT objectCreation

 

6: M

-

EVENT

-

REPORT Confirmation

 

2: M

-

CREATE Request subscriptionVersionNPAC

 

3: M

-

CREATE Response subscriptionVersionNPAC

 

7: M

-

EVENT

-

REPORT objectCreation

 

8: M

-

EVENT

-

REPORT Confirmation

 

1: M

-

ACTION Request subscriptionVersionNewSP

-

Create

 

4: M

-

ACTION Response subscriptionVersionNewSP

-

Create

 


Proposed New Flow Using New NANC 390 Confirmation Message Diagram:
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Apr ’04 APT, flows to cover the situation where the NPAC initiates the message.  In this example, the flow is for NPAC personnel creating a new NPA-NXX on behalf of a Service Provider.  However, this functionality will be incorporated into all of the existing message sets between the SOA/LSMS and NPAC, where the NPAC initiates the message.

The following is copied directly from the 3.2.1a IIS.

B.4.1.1 – NPA-NXX Creation by the NPAC:

In this scenario, NPAC SMS creates new NPA-NXX data for an LNP service provider.
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Proposed New Flow Using New NANC 390 Confirmation Message Diagram:
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Requirements:

Add a new section under 1.2, NPAC SMS Functional Overview, called 1.2.16 – Immediate Acknowledgement with Generic Response.  This new section will describe the behavior.

New Requirements:

1. Generic Response Message Indicator – NPAC SMS shall provide a mechanism to indicate whether a Service Provider supports receiving the Immediate Acknowledgement with Generic Response Message via the SOA to NPAC SMS Interface, using the Generic Response Message Indicator.

2. Generic Response Message Indicator Default – NPAC SMS shall default the Immediate Acknowledgement with Generic Response Message Indicator to FALSE (off).

3. Generic Response Message Indicator Modification – NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Immediate Acknowledgement with Generic Response Indicator on the NPAC Customer Record.

IIS

The majority of the flows will need to be duplicated to provide the quick-turnaround acknowledgement (response to the original request), and also the genericResponse (i.e., steps 4.1 and 4.2).

Other IIS Updates.

A description of this change order (similar to Section C) will be added to the IIS Part I, Chapter 2 – Interface Overview, called section 2.5 – Immediate Acknowledgement with Generic Response.

Update Section 5.3.3, Error Handling, to incorporate this new genericResponse and the conditional error message when problems are encountered and sent back to the originating SOA.

Update Appendix A for error messages.

GDMO

A new ACTION genericResponse (flow step 4.1) will need to be defined.  All attributes in this new ACTION will also need to be defined.  The behavior of this new ACTION will be included.

ASN.1

The genericResponseAction structure will need to be defined.

Origination Date:  07/28/04
Originator:  Verizon Wireless and SNET Diversified Group
Change Order Number:  NANC 397
Description:  Large Volume Port Transactions and SOA Throughput
Functional Backwards Compatible:  YES
IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	
	
	TBD
	N/A
	N/A


Overview:  Service Providers have voiced concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, the volume of port transactions has increased and will continue to increase in general, and mass changes will need to be made more frequently as well. The consolidations of Carriers and Switches will also generate an increase in the number of Mass Modifications for the update of the Network Data Tables (LIDB, CNAM, CLASS, ISVM and SMSSC).
Business Need:

As wireless service providers are continually managing their networks and load-balancing the traffic and subscribers on them, the need for HLR and DPC database changes may become more frequent and of larger volumes in the future.  For example, the wireless carrier may need to modify LRNs for 100,000 ported in subscribers to effectively change their switch designations.  Ultimately, the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to modify all the records in one evening rather than having to split up the changes over a period of days or weeks. Similarly, Service Providers who have consolidated or have changed business plans need to update the Network Tables in order to ensure proper routing to Database Storage (LIDB, CNAM, etc.).

Intense coordination is required to effect the changes necessary to properly route the queries associated with these databases, including LERG, LARG and CNARG updates, GTT changes in STPs and end office routing changes.  Additionally, modifications need to be made to the Network Tables in the NPAC and the transaction limitations force such modifications to be spread over weeks and/or months straining the resources of an industry already processing changes on a 24X7 basis. The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using the industry Mass Modification process.  Processing through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers. If something goes wrong and the Service Provider needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports. There is a concern about technology migrations and the current 25K/night operational limitation (originally submitted as PIM 43, and now turned into a change order).  This is not an immediate need, but something that should be planned for the three-five years out timeframe.

The industry Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday. This limitation applies to all service providers requesting a change, so if more than one service provider wishes to make changes on a particular day, the limitation encompasses all service providers wishing to modify records. A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.  

There are also concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other service providers in the region also need to do large modifications at the same time.  

Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.  

Jan 06 – moved to Accepted per LNPAWG discussion
Description of Change:

The performance impacts to the SOAs, NPAC, and LSMSs need to be determined for large volume ports.

As porting volumes increase, it will be very important for all systems to be capable of reliably receiving downloads while retaining their association under heavier loads.
All systems should be able to maintain their current required availability level under heavy loads.  Large volume porting should not require scheduled downtime.  

The current plan is for service providers to start compiling technology migration forecast estimates and provide this information to Steve Addicks by March ’05.  At that time, the Architecture Team will begin a review of the data (without service provider names) and begin some analysis on next steps.

Requirements:

TBD.
IIS:

TBD.

GDMO:

TBD.

ASN.1:

TBD.

Origination Date:  01/05/05
Originator:  NeuStar
Change Order Number:  NANC 400
Description:  URI Fields
Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	Y
	High
	High
	High


Business Need:

Voice URI Field

No solution currently exists to address the issue of industry-wide distribution of IP end-point addressing information for IP-based Voice service.  No solution addresses portability of such service.  A call originating from one provider’s IP service typically has no information as to whether the dialed TN’s service is IP-based or not, nor what its address is, forcing the use of the PSTN as an intermediary between IP networks.  This need not be the case.  Look up databases are not the issue, as many methods of looking up the data exist.  Typically, VoIP providers
 have their own intra-network look up capability in order to terminate calls.  The issue lies in the availability of a sharing and distribution mechanism for TN-level routing information between all interested service providers.  The provisioning and distributing of routing information is the precise charter of the NPAC for all ported and pooled TNs.

It so happens that today, the vast majority of TNs using IP-based Voice service involve an NPAC transaction (existing TNs migrating to VoIP are ported, new assignments are typically taken from a pooled block).  The ability for IP-based SPs to share routing data associated with a ported or pooled TN surely will be desired (it is on the “to do” list of IP-groups within many SPs offering or planning to offer VoIP service).  The addition of a Voice URI and the various URIs below, because the URIs are merely addressing information, is directly analogous to adding DPC and SSN information to ported and pooled TNs.  The addition of the URI fields described in this change order is unlikely to cause additional NPAC activates, because the fields are intended for numbers that would be ported or pooled anyway.  This is therefore the most cost effective method of provisioning IP look up engines (in whatever flavor they happen to take) with URI information relating to a ported or pooled TN.

The addition of these URI fields to the NPAC also benefits the industry in that it inherently coordinates and synchronizes the update of the SS7-based number portability look up databases with that of the IP-based look up databases.  Should the updates not be synchronized, service could be affected for an indeterminate amount of time.

Multimedia Media Messaging Service (MMS), Push to Talk Over Cellular (PoC) & Presence URI Fields:

There is a need to enable the ability for SPs and Clearinghouses to look up routing information for IP-based services associated with ported and pooled numbers.  Since default CO code level data does not apply for these TNs, query engines need to be provisioned with a portability and pooling correction.  The addition of these three fields will satisfy this need and enable both individual SPs, as well as Service Bureaus, to automatically update their look up engines with the new routing data.  As indicated above, these IP-service routing fields are in fact directly analogous to the existing SS7-based DPC/SSN routing fields already supported by NPAC (i.e. – ISVM, LIDB, WSMSC, etc…).

Description of Change:

The NPAC/SMS will provide the ability to provision Voice, MMS, PoC and Presence URIs for each SV and Pooled Block record.

This information will be provisioned by the SOA and broadcast to the LSMS upon activation of the SV or Pooled Block and upon modification for those SOA and LSMS associations optioned “on” to send and receive this data.

These fields shall be added to the Bulk Data Download file, and be available to a Service Provider’s SOA/LSMS.

These fields will be supported across the interface on an opt-in basis only and will be functionally backward compatible.

The OptionalData CMIP attribute will be populated with an XML string.  The string is defined by the schema documented in the XML section below.  XML is used to provide future flexibility to add additional fields to the SV records and Pool Block records when approved by the LLC.

Major points/processing flow/high-level requirements:

This change order proposes to add new fields to the subscription version and number pool block objects.  Hence, the FRS, IIS, GDMO, and ASN.1 will need to reflect the addition of these fields.  These new fields will cause changes to the NPAC CMIP interface, however they will be functionally backward compatible and optional by service provider.

Requirements:

Section 1.2, NPAC SMS Functional Overview

Add a new section that describes the functionality of the Voice/MMS/PoC/Presence URI (Uniform Resource Identifier) Fields (Optional Data).  See description of Change above.

Section 3.1, NPAC SMS Data Models

Add new attribute for the Voice/MMS/PoC/Presence URI (Uniform Resource Identifier) Fields (Optional Data).  See below:

	NPAC CUSTOMER DATA MODEL

	Attribute Name
	Type (Size) 
	Required
	Description

	[snip]
	
	
	

	NPAC Customer SOA Voice URI Indicator
	B
	(
	A Boolean that indicates whether the NPAC Customer supports Voice URI information from the NPAC SMS to their SOA.  The Voice URI is the network address to the Service Provider’s gateway for voice service.

The default value is False.

	NPAC Customer LSMS Voice URI Indicator
	B
	(
	A Boolean that indicates whether the NPAC Customer supports Voice URI information from the NPAC SMS to their LSMS.  The Voice URI is the network address to the Service Provider’s gateway for voice service.

The default value is False.

	NPAC Customer SOA MMS URI Indicator
	B
	(
	A Boolean that indicates whether the NPAC Customer supports MMS URI information from the NPAC SMS to their SOA.  The MMS URI is the network address to the Service Provider’s gateway for multi-media messaging service.

The default value is False.

	NPAC Customer LSMS MMS URI Indicator
	B
	(
	A Boolean that indicates whether the NPAC Customer supports MMS URI information from the NPAC SMS to their LSMS.  The MMS URI is the network address to the Service Provider’s gateway for multi-media messaging service.

The default value is False.

	NPAC Customer SOA PoC URI Indicator
	B
	(
	A Boolean that indicates whether the NPAC Customer supports PoC URI information from the NPAC SMS to their SOA.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.

The default value is False.



	NPAC Customer LSMS PoC URI Indicator
	B
	(
	A Boolean that indicates whether the NPAC Customer supports PoC URI information from the NPAC SMS to their LSMS.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.

The default value is False.

	NPAC Customer SOA Presence URI Indicator
	B
	(
	A Boolean that indicates whether the NPAC Customer supports Presence URI information from the NPAC SMS to their SOA.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.

The default value is False.

	NPAC Customer LSMS Presence URI Indicator
	B
	(
	A Boolean that indicates whether the NPAC Customer supports Presence URI information from the NPAC SMS to their LSMS.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.

The default value is False.

	[snip]
	
	
	


Table 3-2 NPAC Customer Data Model

	Subscription Version Data MODEL

	Attribute Name
	Type (Size)
	Required
	Description

	[snip]
	
	
	

	Voice URI
	C (255)
	
	Voice URI for Subscription Version.

This field may only be specified if the service provider SOA supports Voice URI.  The Voice URI is the network address to the Service Provider’s gateway for voice service.

	MMS URI
	C (255)
	
	MMS URI for Subscription Version.

This field may only be specified if the service provider SOA supports MMS URI.  The MMS URI is the network address to the Service Provider’s gateway for multi-media messaging service.

	PoC URI
	C (255)
	
	PoC URI for Subscription Version.

This field may only be specified if the service provider SOA supports PoC URI.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.

	Presence URI
	C (255)
	
	Presence URI for Subscription Version.

This field may only be specified if the service provider SOA supports Presence URI.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.

	[snip]
	
	
	


Table 3‑6 Subscription Version Data Model

	number pooling block hoder information Data MODEL

	Attribute Name
	Type (Size)
	Required
	Description

	[snip]
	
	
	

	Voice URI
	C (255)
	
	Voice URI for Number Pool Block.

This field may only be specified if the service provider SOA supports Voice URI.  The Voice URI is the network address to the Service Provider’s gateway for voice service.

	MMS URI
	C (255)
	
	MMS URI for Number Pool Block.

This field may only be specified if the service provider SOA supports MMS URI.  The MMS URI is the network address to the Service Provider’s gateway for multi-media messaging service.

	PoC URI
	C (255)
	
	PoC URI for Number Pool Block.

This field may only be specified if the service provider SOA supports PoC URI.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.

	Presence URI
	C (255)
	
	Presence URI for Number Pool Block.

This field may only be specified if the service provider SOA supports Presence URI.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.

	[snip]
	
	
	


Table 3‑8 Number Pooling Block Holder Information Data Model

R3-7.2 
Administer Mass update on one or more selected Subscription Versions

NPAC SMS shall allow NPAC personnel to specify a mass update action to be applied against all Subscription Versions selected (except for Subscription Versions with a status of old, partial failure, sending, disconnect pending or canceled) for LRN, DPC values, SSN values, Voice URI (if the requesting SOA supports Voice URI data), MMS URI (if the requesting SOA supports MMS URI data), PoC URI (if the requesting SOA supports PoC URI data), Presence URI (if the requesting SOA supports Presence URI data), Billing ID, End User Location Type or End User Location Value.

RR3-210
Block Holder Information Mass Update – Update Fields

NPAC SMS shall allow NPAC Personnel, via a mass update, to update the block holder default routing information (LRN, DPC(s), and SSN(s), Voice URI (if the requesting SOA supports Voice URI data), MMS URI (if the requesting SOA supports MMS URI data), PoC URI (if the requesting SOA supports PoC URI data), Presence URI (if the requesting SOA supports Presence URI data)), for a 1K Block as stored in the NPAC SMS.  (Previously B-762)

R3‑8
Off-line batch updates for Local SMS Disaster Recovery

NPAC SMS shall support an off‑line batch download (via 4mm DAT tape and FTP file download) to mass update Local SMSs with Subscription Versions, NPA-NXX-X Information, Number Pool Block and Service Provider Network data.

The contents of the batch download are:

· Subscriber data:

· [snip]

· Voice URI (for Local SMSs that support Voice URI data)

· MMS URI (for Local SMSs that support MMS URI)

· PoC URI (for Local SMSs that support PoC URI)

· Presence URI (for Local SMSs that support Presence URI data)

· [snip]

· Block Data

· [snip]

· Voice URI (for Local SMSs that support Voice URI data)

· MMS URI, (for Local SMSs that support MMS)

· PoC URI, (for Local SMSs that support PoC URI data)

· Presence URI (for Local SMSs that support Presence URI data)

· [snip]

RR3-79.1
Number Pool NPA-NXX-X Holder Information – Routing Data Field Level Validation

NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, are valid according to the formats specified in the Block Data Model upon Block creation scheduling for a Number Pool, or when re-scheduling a Block Create Event:  (Previously N-75.1).

· [snip]

· Voice URI (if supported by the Block Holder SOA)

· MMS URI (if supported by the Block Holder SOA)

· PoC URI (if supported by the Block Holder SOA)

· Voice URI, MMS URI, PoC URI, Presence URI (if supported by the Block Holder SOA)

RR3-149
 Addition of Number Pooling Block Holder Information – Field-level Data Validation
NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, is valid according to the formats specified in the Subscription Version Data Model upon Block creation for a Number Pool:  (Previously B-250)

· [snip]

· Voice URI (if supported by the Block Holder SOA)

· MMS URI (if supported by the Block Holder SOA)

· PoC URI (if supported by the Block Holder SOA)

· Presence URI (if supported by the Block Holder SOA)

RR3-157
Modification of Number Pooling Block Holder Information – Routing Data

NPAC SMS shall allow NPAC personnel, Service Provider via the SOA to NPAC SMS Interface, or Service Provider via the NPAC SOA Low-tech Interface, to modify the block holder default routing information (LRN, DPC(s), and SSN(s)), and Voice URI/MMS URI/PoC URI/Presence URI fields (if supported by the Block Holder SOA), for a 1K Block as stored in the NPAC SMS.  (Previously B-320)

R4-8
Service Provider Data Elements
NPAC SMS shall require the following data if there is no existing Service Provider data:

· [snip]

· NPAC Customer SOA Voice URI Indicator

· NPAC Customer LSMS Voice URI Indicator

· NPAC Customer SOA MMS URI Support Indicator

· NPAC Customer LSMS MMS URI Support Indicator

· NPAC Customer SOA PoC URI Support Indicator

· NPAC Customer LSMS PoC URI Support Indicator

· NPAC Customer SOA Presence URI Support Indicator

· NPAC Customer LSMS Presence URI Support Indicator

R5‑16
Create Subscription Version - New Service Provider Optional input data

NPAC SMS shall accept the following optional fields from NPAC personnel or the new Service Provider upon Subscription Version creation for an Inter-Service Provider port:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5‑18.1
Create Subscription Version - Field-level Data Validation

NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Inter-Service Provider port:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

RR5-5
Create “Intra-Service Provider Port” Subscription Version - Current Service Provider Optional Input Data

NPAC SMS shall accept the following optional fields from the NPAC personnel or the Current Service Provider upon a Subscription Version Creation for an Intra-Service Provider port:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

RR5-6.1
Create “Intra-Service Provider Port” Subscription Version - Field-level Data Validation

NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Intra-Service Provider port:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5‑27.1
Modify Subscription Version - New Service Provider Data Values

NPAC SMS shall allow the following data to be modified in a pending or conflict Subscription Version for an Inter-Service Provider or Intra-Service Provider port by the new/current Service Provider or NPAC personnel:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5‑28
Modify Subscription Version - New Service Provider Optional input data.

NPAC SMS shall accept the following optional fields from the NPAC personnel or the new Service Provider upon modification of a pending or conflict Subscription version:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5‑29.1
Modify Subscription Version - Field-level Data Validation

NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification.

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5‑36
Modify Active Subscription Version - Input Data

NPAC SMS shall allow the following data to be modified for an active Subscription Version:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5‑37
Active Subscription Version - New Service Provider Optional input data.

NPAC SMS shall accept the following optional fields from the new Service Provider or NPAC personnel for an active Subscription Version to be modified:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5‑38.1
Modify Active Subscription Version - Field-level Data Validation

NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification of an active version:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5-74.3
Query Subscription Version - Output Data

NPAC SMS shall return the following output data for a Subscription Version query request initiated by NPAC personnel or a SOA to NPAC SMS interface user:

· [snip]

· Voice URI (if supported by the Service Provider SOA)

· MMS URI (if supported by the Service Provider SOA)

· PoC URI (if supported by the Service Provider SOA)

· Presence URI (if supported by the Service Provider SOA)

R5-74.4
Query Subscription Version - Output Data

NPAC SMS shall return the following output data for a Subscription Version query request initiated over the NPAC SMS to Local SMS interface:

· [snip]

· Voice URI (if supported by the Service Provider LSMS)

· MMS URI (if supported by the Service Provider LSMS)

· PoC URI (if supported by the Service Provider LSMS)

· Presence URI (if supported by the Service Provider LSMS)

RR5-91
Addition of Number Pooling Subscription Version Information – Create “Pooled Number” Subscription Version

NPAC SMS shall automatically populate the following data upon Subscription Version creation for a Pooled Number port:  (Previously SV-20)

· [snip]

· Voice URI (Value set to same field as Block)

· MMS URI (Value set to same field as Block)

· PoC URI (Value set to same field as Block)

· Presence URI (Value set to same field as Block)

Req 1 – Service Provider SOA Voice URI Edit Flag Indicator

NPAC SMS shall provide a Service Provider SOA Voice URI Edit Flag Indicator tunable parameter which defines whether a SOA supports Voice URI.

Req 2 – Service Provider SOA Voice URI Edit Flag Indicator Default

NPAC SMS shall default the Service Provider SOA Voice URI Edit Flag Indicator tunable parameter to FALSE.

Req 3 – Service Provider SOA Voice URI Edit Flag Indicator Modification

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA Voice URI Edit Flag Indicator tunable parameter.
Req 4 – Service Provider LSMS Voice URI Edit Flag Indicator

NPAC SMS shall provide a Service Provider LSMS Voice URI Edit Flag Indicator tunable parameter which defines whether an LSMS supports Voice URI.

Req 5 – Service Provider LSMS Voice URI Edit Flag Indicator Default

NPAC SMS shall default the Service Provider LSMS Voice URI Edit Flag Indicator tunable parameter to FALSE.

Req 6 – Service Provider LSMS Voice URI Edit Flag Indicator Modification

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider LSMS Voice URI Edit Flag Indicator tunable parameter.
Req 1.1 through 6.1 same as Req 1 through 6.  Replace “Voice URI” with “MMS URI”.

Req 1.2 through 6.2 same as Req 1 through 6.  Replace “Voice URI” with “PoC URI”.

Req 1.3 through 6.3 same as Req 1 through 6.  Replace “Voice URI” with “Presence URI”.
Req 7
Activate Subscription Version - Send Voice URI to Local SMSs

NPAC SMS shall, for a Service Provider that supports Voice URI, send the Voice URI attribute for an activated Inter or Intra-Service Provider Subscription Version port via the NPAC SMS to Local SMS Interface to the Local SMSs.
Req 7.1 same as Req 7.  Replace “Voice URI” with “MMS URI”.

Req 7.2 same as Req 7.  Replace “Voice URI” with “PoC URI”.

Req 7.3 same as Req 7.  Replace “Voice URI” with “Presence URI”.

Req 8
Activate Number Pool Block - Send Voice URI to Local SMSs

NPAC SMS shall, for a Service Provider that supports Voice URI, send the Voice URI attribute for an activated Number Pool Block via the NPAC SMS to Local SMS Interface to the Local SMSs.
Req 8.1 same as Req 8.  Replace “Voice URI” with “MMS URI”.

Req 8.2 same as Req 8.  Replace “Voice URI” with “PoC URI”.

Req 8.3 same as Req 8.  Replace “Voice URI” with “Presence URI”.

Req 9
Audit for Support of Voice URI

NPAC SMS shall audit the Voice URI attribute as part of a full audit scope, only when a Service Provider’s LSMS supports Voice URI.
Req 9.1 same as Req 9.  Replace “Voice URI” with “MMS URI”.

Req 9.2 same as Req 9.  Replace “Voice URI” with “PoC URI”.

Req 9.3 same as Req 9.  Replace “Voice URI” with “Presence URI”.

Appendix B – Glossary

URI – Uniform Resource Identifier

Appendix E – Bulk Data Download File Examples.

NOTE:  If a Service Provider supports Voice URI, MMS URI, PoC URI, or Presence URI, the format of the Bulk Data Download file will contain delimiters for all four attributes.

	Explanation of the fields in the subscription download file

	Field Number
	Field Name
	Value in Example

	1
	Version Id 
	0000000001

	[snip]
	
	

	999
	Voice URI
	Not present if LSMS or SOA does not support the Voice URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.

	999
	MMS URI
	Not present if LSMS or SOA does not support the MMS URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.

	999
	PoC URI
	Not present if LSMS or SOA does not support the PoC URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.

	999
	Presence URI
	Not present if LSMS or SOA does not support the Presence URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.

	
	
	


Table E- 1 -- Explanation of the Fields in The Subscription Download File

	Explanation of the fields in the Block download file

	Field Number
	Field Name
	Value in Example

	1
	Block  Id 
	1

	[snip]
	
	

	999
	Voice URI
	Not present if LSMS or SOA does not support the Voice URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.

	999
	MMS URI
	Not present if LSMS or SOA does not support the MMS URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.

	999
	PoC URI
	Not present if LSMS or SOA does not support the PoC URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.

	999
	Presence URI
	Not present if LSMS or SOA does not support the Presence URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.

	
	
	


Table E- 6 -- Explanation of the Fields in The Subscription Download File

IIS:
Addition to the current IIS flow descriptions that relate to SV and NPB attributes.

Flow B.4.4.1 – Number Pool Block Create/Activate by SOA

Flow B.4.4.2 – Number Pool Block Create by NPAC SMS

Flow B.4.4.12 – Number Pool Block Modify by NPAC SMS

Flow B.4.4.13 – Number Pool Block Modify by Block Holder SOA

If the “SOA Supports Voice URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:

Voice URI
If the “SOA Supports MMS URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:

MMS URI
If the “SOA Supports PoC URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:

PoC URI
If the “SOA Supports Presence URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:

Presence URI
Flow B.5.1.2 – Subscription Version Create by the Initial SOA (New Service Provider)

Flow B.5.1.3 – Subscription Version Create by Second SOA (New Service Provider)

Flow B.5.1.11 – Subscription Version Create for Intra-Service Provider Port

[snip]

The following items may optionally be provided unless subscriptionPortingToOriginal-SP is true:

[snip]

Voice URI – if supported by the Service Provider SOA

MMS URI – if supported by the Service Provider SOA

PoC URI – if supported by the Service Provider SOA

Presence URI – if supported by the Service Provider SOA

Flow B.5.2.1 – Subscription Version Modify Active Version Using M-ACTION by a Service Provider SOA

Flow B.5.2.3 – Subscription Version Modify Prior to Activate Using M-ACTION

Flow B.5.2.4 – Subscription Version Modify Prior to Activate Using M-SET

[snip]

The current service provider can only modify the following attributes:

[snip]

Voice URI – if supported by the Service Provider SOA

MMS URI – if supported by the Service Provider SOA

PoC URI – if supported by the Service Provider SOA

Presence URI – if supported by the Service Provider SOA

Flow B.5.6 – Subscription Version Query

[snip]

The query return data includes:

[snip]

Voice URI – if supported by the Service Provider (SOA, LSMS)

MMS URI – if supported by the Service Provider (SOA, LSMS)

PoC URI – if supported by the Service Provider (SOA, LSMS)

Presence URI – if supported by the Service Provider (SOA, LSMS)

GDMO:
Note – the GDMO shown below is the same that is contained in NANC 399.  For NANC 400, the references for SV Type are not needed, but are shown for continuity purposes.  For both NANC 399 and NANC 400, the OptionalData references are identical.

-- 20.0 LNP subscription Version Managed Object Class

subscriptionVersion MANAGED OBJECT CLASS

    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;

    CHARACTERIZED BY

        subscriptionVersionPkg;

    CONDITIONAL PACKAGES

        subscriptionWSMSC-DataPkg PRESENT IF

            !the service provider is supporting WSMSC information!,

        subscriptionSvTypePkg PRESENT IF

            !the service provider is supporting SV type!,

        subscriptionOptionalDataPkg PRESENT IF

            !the service provider is supporting additional optional data!;

    REGISTERED AS {LNP-OIDS.lnp-objectClass 20};

-- 29.0 Number Pool Block Data Managed Object Class

--

numberPoolBlock MANAGED OBJECT CLASS

    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;

    CHARACTERIZED BY

        numberPoolBlock-Pkg;

    CONDITIONAL PACKAGES

        numberPoolBlockWSMSC-DataPkg PRESENT IF

            !the service provider is supporting WSMSC information!,

        numberPoolBlockSvTypePkg PRESENT IF

            !the service provider is supporting number pool block type!,

        numberPoolBlockOptionalDataPkg PRESENT IF

            !the service provider is supporting additional optional information!;

    REGISTERED AS {LNP-OIDS.lnp-objectClass 29};

subscriptionVersionNPAC-Behavior BEHAVIOUR

…

     new service provider SOAs can only modify the following attributes:

        subscriptionLRN

        subscriptionNewSP-DueDate

        subscriptionCLASS-DPC

        subscriptionCLASS-SSN

        subscriptionLIDB-DPC

        subscriptionLIDB-SSN

        subscriptionCNAM-DPC

        subscriptionCNAM-SSN

        subscriptionISVM-DPC

        subscriptionISVM-SSN

        subscriptionWSMSC-DPC

        subscriptionWSMSC-SSN

        subscriptionEndUserLocationValue

        subscriptionEndUserLocationType

        subscriptionBillingId

        subscriptionSvType

        subscriptionOptionalData…

numberPoolBlockNPAC-Behavior BEHAVIOUR

…

        The object creation notification will be sent to the SOA once the

        number pool block object has been created on the NPAC SMS,

        if the SOA-origination flag is true, and contain the following

        attributes:

           numberPoolBlockId

           numberPoolBlockNPA-NXX-X

           numberPoolBlockHolderSPID

           numberPoolBlockSOA-Origination

           numberPoolBlockCreationTimeStamp

           numberPoolBlockStatus

           numberPoolBlockLRN

           numberPoolBlockCLASS-DPC

           numberPoolBlockCLASS-SSN

           numberPoolBlockLIDB-DPC

           numberPoolBlockLIDB-SSN

           numberPoolBlockCNAM-DPC

           numberPoolBlockCNAM-SSN

           numberPoolBlockISVM-DPC

           numberPoolBlockISVM-SSN

           numberPoolBlockWSMSC-DPC (OPTIONAL)

           numberPoolBlockWSMSC-SSN (OPTIONAL)

           numberPoolBlockType (OPTIONAL)

           numberPoolBlockOptionalData (OPTIONAL)
--

         The attribute value change notification will be sent out to the SOA,

         if the SOA-origination flag is true, when any of the following

         attributes change:

           numberPoolBlockSOA-Origination

           numberPoolBlockLRN

           numberPoolBlockCLASS-DPC

           numberPoolBlockCLASS-SSN

           numberPoolBlockLIDB-DPC

           numberPoolBlockLIDB-SSN

           numberPoolBlockCNAM-DPC

           numberPoolBlockCNAM-SSN

           numberPoolBlockISVM-DPC

           numberPoolBlockISVM-SSN

           numberPoolBlockWSMSC-DPC (OPTIONAL)

           numberPoolBlockWSMSC-SSN (OPTIONAL)

           numberPoolBlockType (OPTIONAL)

           numberPoolBlockOptionalData (OPTIONAL)
-- 149.0 Subscription Version SV Type

--

subscriptionSvType ATTRIBUTE

    WITH ATTRIBUTE SYNTAX LNP-ASN1.SVType;

    MATCHES FOR EQUALITY, ORDERING;

    BEHAVIOUR subscriptionSvTypeBehavior;

    REGISTERED AS {LNP-OIDS.lnp-attribute 149};

subscriptionSvTypeBehavior BEHAVIOUR

    DEFINED AS !

        This attribute is used to specify the subscription version

        type.



The possible values are:




0 : wireline




1 : wireless




2 : VoIP




3 : VoWiFi




4 : NPB Type 4




5 : NPB Type 5




6 : NPB Type 6

!;  

--

-- 150.0 Subscription Optional Data

--

subscriptionOptionalData ATTRIBUTE

    WITH ATTRIBUTE SYNTAX LNP-ASN1.OptionalData;

    MATCHES FOR EQUALITY;

    BEHAVIOUR subscriptionOptionalDataBehavior;

    REGISTERED AS {LNP-OIDS.lnp-attribute 150};

subscriptionOptionalDataBehavior BEHAVIOUR

    DEFINED AS !

        This attribute is used to specify the optional data

        for the SV blocks.

        This attribute is an XML string defined by the

        XML schema in section 7.4 of the IIS.

!;  

--

-- 151.0 Number Pool Block Type

--

numberPoolBlockType ATTRIBUTE

    WITH ATTRIBUTE SYNTAX LNP-ASN1.SVType;

    MATCHES FOR EQUALITY, ORDERING;

    BEHAVIOUR numberPoolBlockTypeBehavior;

    REGISTERED AS {LNP-OIDS.lnp-attribute 151};

numberPoolBlockTypeBehavior BEHAVIOUR

    DEFINED AS !

        This attribute is used to specify the number pool block

        type.



The possible values are:




0 : wireline




1 : wireless




2 : VoIP




3 : VoWiFi




4 : NPB Type 4




5 : NPB Type 5




6 : NPB Type 6

!;  

--

-- 152.0 Number Pool Block Optional Data

--

numberPoolBlockOptionalData ATTRIBUTE

    WITH ATTRIBUTE SYNTAX LNP-ASN1.OptionalData;

    MATCHES FOR EQUALITY;

    BEHAVIOUR numberPoolBlockOptionalDataBehavior;

    REGISTERED AS {LNP-OIDS.lnp-attribute 152};

numberPoolBlockOptionalDataBehavior BEHAVIOUR

    DEFINED AS !

        This attribute is used to specify the optional data

        for the Number Pool blocks.

        This attribute is an XML string defined by the

        XML schema in section 7.4 of the IIS.

!;  

-- 44.0 LNP Subscription Version SV Type Package

subscriptionSvTypePkg PACKAGE

    BEHAVIOUR subscriptionSvTypePkgBehavior;

    ATTRIBUTES

        subscriptionSvType GET-REPLACE;

    REGISTERED AS {LNP-OIDS.lnp-package 44};

subscriptionSvTypePkgBehavior BEHAVIOUR

    DEFINED AS !

        This package provides for conditionally including the

        SV Type.

    !;

-- 45.0 LNP Subscription Version Optional Data Package

subscriptionOptionalDataPkg PACKAGE

    BEHAVIOUR subscriptionOptionalDataPkgBehavior;

    ATTRIBUTES

        subscriptionOptionalData GET-REPLACE;

    REGISTERED AS {LNP-OIDS.lnp-package 45};

subscriptionOptionalDataPkgBehavior BEHAVIOUR

    DEFINED AS !

        This package provides for conditionally including the

        additional optional data.

    !;

-- 46.0 LNP Number Pool Block SV Type Package

numberPoolBlockSvTypePkg PACKAGE

    BEHAVIOUR numberPoolBlockSvTypePkg;

    ATTRIBUTES

        numberPoolBlockType GET-REPLACE;

    REGISTERED AS {LNP-OIDS.lnp-package 46};

numberPoolBlockSvTypePkgBehavior BEHAVIOUR

    DEFINED AS !

        This package provides for conditionally including the

        Number Pool Block SV Type.

    !;

-- 47.0 LNP Number Pool Block Optional Data Package

numberPoolBlockOptionalDataPkg PACKAGE

    BEHAVIOUR numberPoolBlockOptionalDataPkgBehavior;

    ATTRIBUTES

        numberPoolBlockOptionalData GET-REPLACE;

    REGISTERED AS {LNP-OIDS.lnp-package 47};

numberPoolBlockOptionalDataPkgBehavior BEHAVIOUR

    DEFINED AS !

        This package provides for conditionally including the

        Number Pool Block additional optional data.

    !;

subscriptionVersionModifyBehavior BEHAVIOUR

…

New service providers may specify modified valid values for the

        following attributes, when the service provider's "SOA Sv Type

        Data" indicator is TRUE, and may NOT specify these values when the

        indicator is set to FALSE:



subscriptionSvType



New service providers may specify modified valid values for the

        following attributes, when the service provider's "SOA Optional 

        Data" indicator is TRUE, and may NOT specify these values when the

        indicator is set to FALSE:



subscriptionOptionalData…

New service providers may specify modified valid values for the

        following attributes, when the service provider's "SOA Sv Type

        Data" indicator is TRUE, and may NOT specify these values when the

        indicator is set to FALSE:



subscriptionSvType



New service providers may specify modified valid values for the

        following attributes, when the service provider's "SOA Optional

        Data" indicator is TRUE, and may NOT specify these values when the

        indicator is set to FALSE:



subscriptionOptionalData…

subscriptionVersionNewSP-CreateBehavior BEHAVIOUR

…

New service providers may specify modified valid values for the

        following attributes, when the service provider's "SOA Sv Type

        Data" indicator is TRUE, and may NOT specify these values when the

        indicator is set to FALSE:



subscriptionSvType



New service providers may specify modified valid values for the

        following attributes, when the service provider's "SOA Optional

        Data" indicator is TRUE, and may NOT specify these values when the

        indicator is set to FALSE:



subscriptionOptionalData…

numberPoolBlock-CreateBehavior BEHAVIOUR

…

if the SOA Sv/PoolBlock Type Data indicator is set in the service

        provider's profile, the following attributes must be provided:



numberPoolBlockType



if the SOA Optional Data indicator is set in the service

        provider's profile, the following attributes must be provided:



numberPoolBlockOptionalData…

ASN.1:
Note – the ASN.1 shown below is the same that is contained in NANC 399.  For NANC 400, the references for SV Type are not needed, but are shown for continuity purposes.  For both NANC 399 and NANC 400, the OptionalData references are identical.

SVType ::= ENUMERATED {

    wireline (0),


wireless (1),


voIP     (2),


voWiFi   (3),


SV Type 4 (4),


SV Type 5 (5),


SV Type 6 (6)

}

OptionalData ::= GraphicString

BlockDownloadData ::= SET OF SEQUENCE {

    block-id [0] BlockId,

    block-npa-nxx-x [1] NPA-NXX-X OPTIONAL,

    block-holder-sp [2] ServiceProvId OPTIONAL,

    block-activation-timestamp [3] GeneralizedTime OPTIONAL,

    block-lrn [4] LRN OPTIONAL,

    block-class-dpc [5] EXPLICIT DPC OPTIONAL,

    block-class-ssn [6] EXPLICIT SSN OPTIONAL,

    block-lidb-dpc [7] EXPLICIT DPC OPTIONAL,

    block-lidb-ssn [8] EXPLICIT SSN OPTIONAL,

    block-isvm-dpc [9] EXPLICIT DPC OPTIONAL,

    block-isvm-ssn [10] EXPLICIT SSN OPTIONAL,

    block-cnam-dpc [11] EXPLICIT DPC OPTIONAL,

    block-cnam-ssn [12] EXPLICIT SSN OPTIONAL,

    block-download-reason [13] DownloadReason,

    block-wsmsc-dpc [14] EXPLICIT DPC OPTIONAL,

    block-wsmsc-ssn [15] EXPLICIT SSN OPTIONAL,

    block-sv-type [16] EXPLICIT  SVType OPTIONAL,

     block-optional-data [17] EXPLICIT OptionalData OPTIONAL


}

MismatchAttributes ::= SEQUENCE {

    seq0 [0] SEQUENCE {

        lsms-subscriptionLRN LRN,

        npac-subscriptionLRN LRN

    } OPTIONAL,

    seq1 [1] SEQUENCE {

        lsms-subscriptionNewCurrentSP ServiceProvId,

        npac-subscriptionNewCurrentSP ServiceProvId

    } OPTIONAL,

    seq2 [2] SEQUENCE {

        lsms-subscriptionActivationTimeStamp GeneralizedTime,

        npac-subscriptionActivationTimeStamp GeneralizedTime

    } OPTIONAL,

    seq3 [3] SEQUENCE {

        lsms-subscriptionCLASS-DPC DPC,

        npac-subscriptionCLASS-DPC DPC

    } OPTIONAL,

    seq4 [4] SEQUENCE {

        lsms-subscriptionCLASS-SSN SSN,

        npac-subscriptionCLASS-SSN SSN

    } OPTIONAL,

    seq5 [5] SEQUENCE {

        lsms-subscriptionLIDB-DPC DPC,

        npac-subscriptionLIDB-DPC DPC

    } OPTIONAL,

    seq6 [6] SEQUENCE {

        lsms-subscriptionLIDB-SSN SSN,

        npac-subscriptionLIDB-SSN SSN

    } OPTIONAL,

    seq7 [7] SEQUENCE {

        lsms-subscriptionISVM-DPC DPC,

        npac-subscriptionISVM-DPC DPC

    } OPTIONAL,

    seq8 [8] SEQUENCE {

        lsms-subscriptionISVM-SSN SSN,

        npac-subscriptionISVM-SSN SSN

    } OPTIONAL,

    seq9 [9] SEQUENCE {

        lsms-subscriptionCNAM-DPC DPC,

        npac-subscriptionCNAM-DPC DPC

    } OPTIONAL,

    seq10 [10] SEQUENCE {

        lsms-subscriptionCNAM-SSN SSN,

        npac-subscriptionCNAM-SSN SSN

    } OPTIONAL,

    seq11 [11] SEQUENCE {

        lsms-subscriptionEndUserLocationValue EndUserLocationValue,

        npac-subscriptionEndUserLocationValue EndUserLocationValue

    } OPTIONAL,

    seq12 [12] SEQUENCE {

        lsms-subscriptionEndUserLocationType EndUserLocationType,

        npac-subscriptionEndUserLocationType EndUserLocationType

    } OPTIONAL,

    seq13 [13] SEQUENCE {

        lsms-subscriptionBillingId BillingId,

        npac-subscriptionBillingId BillingId

    } OPTIONAL,

    seq14 [14] SEQUENCE {

        lsms-subscriptionLNPType LNPType,

        npac-subscriptionLNPType LNPType

    } OPTIONAL,

    seq15 [15] SEQUENCE {

        lsms-subscriptionWSMSC-DPC DPC,

        npac-subscriptionWSMSC-DPC DPC

    } OPTIONAL,

    seq16 [16] SEQUENCE {

        lsms-subscriptionWSMSC-SSN SSN,

        npac-subscriptionWSMSC-SSN SSN

    } OPTIONAL,

    seq17 [17] SEQUENCE {

        lsms-sv-type SVType,

        npac-sv-type SVType

    } OPTIONAL,

    seq18 [18] SEQUENCE {

        lsms-optional-data OptionalData,

        npac-optional-data OptionalData

    } OPTIONAL

}   

NewSP-CreateData ::= SEQUENCE {

    chc1 [0] EXPLICIT CHOICE {

        subscription-version-tn [0] PhoneNumber,

        subscription-version-tn-range [1] TN-Range

    },

    subscription-lrn [1] LRN OPTIONAL,

    subscription-new-current-sp [2] ServiceProvId,

    subscription-old-sp [3] ServiceProvId,

    subscription-new-sp-due-date [4] GeneralizedTime,

    subscription-class-dpc [6] EXPLICIT DPC OPTIONAL,

    subscription-class-ssn [7] EXPLICIT SSN OPTIONAL,

    subscription-lidb-dpc [8] EXPLICIT DPC OPTIONAL,

    subscription-lidb-ssn [9] EXPLICIT SSN OPTIONAL,

    subscription-isvm-dpc [10] EXPLICIT DPC OPTIONAL,

    subscription-isvm-ssn [11] EXPLICIT SSN OPTIONAL,

    subscription-cnam-dpc [12] EXPLICIT DPC OPTIONAL,

    subscription-cnam-ssn [13] EXPLICIT SSN OPTIONAL,

    subscription-end-user-location-value [14]

        EndUserLocationValue OPTIONAL,

    subscription-end-user-location-type [15] EndUserLocationType OPTIONAL,

    subscription-billing-id [16] BillingId OPTIONAL,

    subscription-lnp-type [17] LNPType,

    subscription-porting-to-original-sp-switch [18]

        SubscriptionPortingToOriginal-SPSwitch,

    subscription-wsmsc-dpc [19] EXPLICIT DPC OPTIONAL,

    subscription-wsmsc-ssn [20] EXPLICIT SSN OPTIONAL,

    subscription-sv-type       [21] EXPLICIT  SVType OPTIONAL,

    subscription-optional-data [22] EXPLICIT OptionalData OPTIONAL

}

NewSP-CreateInvalidData ::= CHOICE {

    subscription-version-tn [0] EXPLICIT PhoneNumber,

    subscription-version-tn-range [1] EXPLICIT TN-Range,

    subscription-lrn [2] EXPLICIT LRN,

    subscription-new-current-sp [3] EXPLICIT ServiceProvId,

    subscription-old-sp [4] EXPLICIT ServiceProvId,

    subscription-new-sp-due-date [5] EXPLICIT GeneralizedTime,

    subscription-class-dpc [6] EXPLICIT DPC,

    subscription-class-ssn [7] EXPLICIT SSN,

    subscription-lidb-dpc [8] EXPLICIT DPC,

    subscription-lidb-ssn [9] EXPLICIT SSN,

    subscription-isvm-dpc [10] EXPLICIT DPC,

    subscription-isvm-ssn [11] EXPLICIT SSN,

    subscription-cnam-dpc [12] EXPLICIT DPC,

    subscription-cnam-ssn [13] EXPLICIT SSN,

    subscription-end-user-location-value [14] EXPLICIT EndUserLocationValue,

    subscription-end-user-location-type [15] EXPLICIT EndUserLocationType,

    subscription-billing-id [16] EXPLICIT BillingId,

    subscription-lnp-type [17] EXPLICIT LNPType,

    subscription-porting-to-original-sp-switch [18]

       EXPLICIT SubscriptionPortingToOriginal-SPSwitch,

    subscription-wsmsc-dpc [19] EXPLICIT DPC,

    subscription-wsmsc-ssn [20] EXPLICIT SSN,

    subscription-sv-type      [21] EXPLICIT  SVType,

    subscription-optional-data [22] EXPLICIT OptionalData }

NumberPoolBlock-CreateAction ::= SEQUENCE {

    block-npa-nxx-x NPA-NXX-X,

    block-holder-sp ServiceProvId,

    block-lrn LRN,

    block-class-dpc DPC,

    block-class-ssn SSN,

    block-lidb-dpc DPC,

    block-lidb-ssn SSN,

    block-isvm-dpc DPC,

    block-isvm-ssn SSN,

    block-cnam-dpc DPC,

    block-cnam-ssn SSN,

    block-wsmsc-dpc [0] DPC OPTIONAL,

    block-wsmsc-ssn [1] SSN OPTIONAL,

    block-sv-type [2]  SVType OPTIONAL,

    block-optional-data [3] OptionalData OPTIONAL }

NumberPoolBlock-CreateInvalidData ::= CHOICE {

    block-npa-nxx-x    [0] EXPLICIT NPA-NXX-X,

    block-lrn          [1] EXPLICIT LRN,

    block-class-dpc    [2] EXPLICIT DPC,

    block-class-ssn    [3] EXPLICIT SSN,

    block-lidb-dpc     [4] EXPLICIT DPC,

    block-lidb-ssn     [5] EXPLICIT SSN,

    block-isvm-dpc     [6] EXPLICIT DPC,

    block-isvm-ssn     [7] EXPLICIT SSN,

    block-cnam-dpc     [8] EXPLICIT DPC,

    block-cnam-ssn     [9] EXPLICIT SSN,

    block-wsmsc-dpc    [10] EXPLICIT DPC,

    block-wsmsc-ssn    [11] EXPLICIT SSN

    block-sv-type      [12] EXPLICIT SVType,

    block-optional-data [13] EXPLICIT OptionalData }

SubscriptionData ::= SEQUENCE {

    subscription-lrn             [1] LRN OPTIONAL,

    subscription-new-current-sp  [2] ServiceProvId OPTIONAL,

    subscription-activation-timestamp 

                                 [3] GeneralizedTime OPTIONAL,

    subscription-class-dpc       [4] EXPLICIT DPC,

    subscription-class-ssn       [5] EXPLICIT SSN,

    subscription-lidb-dpc        [6] EXPLICIT DPC,

    subscription-lidb-ssn        [7] EXPLICIT SSN,

    subscription-isvm-dpc        [8] EXPLICIT DPC,

    subscription-isvm-ssn        [9] EXPLICIT SSN,

    subscription-cnam-dpc        [10] EXPLICIT DPC,

    subscription-cnam-ssn        [11] EXPLICIT SSN,

    subscription-end-user-location-value 

                                 [12] EndUserLocationValue OPTIONAL,

    subscription-end-user-location-type 

                                 [13] EndUserLocationType OPTIONAL,

    subscription-billing-id      [14] BillingId OPTIONAL,

    subscription-lnp-type        [15] LNPType,

    subscription-download-reason [16] DownloadReason,

    subscription-wsmsc-dpc       [17] EXPLICIT DPC OPTIONAL,

    subscription-wsmsc-ssn       [18] EXPLICIT SSN OPTIONAL,

    subscription-sv-type         [19] EXPLICIT SVType OPTIONAL,

    subscription-optional-data   [20] EXPLICIT OptionalData OPTIONAL }

SubscriptionModifyData ::= SEQUENCE {

    subscription-lrn [0] LRN OPTIONAL,

    subscription-new-sp-due-date [1] GeneralizedTime OPTIONAL,

    subscription-old-sp-due-date [2] GeneralizedTime OPTIONAL,

    subscription-old-sp-authorization [3] ServiceProvAuthorization OPTIONAL,

    subscription-class-dpc [4] EXPLICIT DPC OPTIONAL,

    subscription-class-ssn [5] EXPLICIT SSN OPTIONAL,

    subscription-lidb-dpc [6] EXPLICIT DPC OPTIONAL,

    subscription-lidb-ssn [7] EXPLICIT SSN OPTIONAL,

    subscription-isvm-dpc [8] EXPLICIT DPC OPTIONAL,

    subscription-isvm-ssn [9] EXPLICIT SSN OPTIONAL,

    subscription-cnam-dpc [10] EXPLICIT DPC OPTIONAL,

    subscription-cnam-ssn [11] EXPLICIT SSN OPTIONAL,

    subscription-end-user-location-value [12] EndUserLocationValue OPTIONAL,

    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL,

    subscription-billing-id [14] BillingId OPTIONAL,

    subscription-status-change-cause-code [15]

        SubscriptionStatusChangeCauseCode OPTIONAL,

    subscription-wsmsc-dpc [16] EXPLICIT DPC OPTIONAL,

    subscription-wsmsc-ssn [17] EXPLICIT SSN OPTIONAL,

    subscription-customer-disconnect-date [18] GeneralizedTime OPTIONAL,

    subscription-effective-release-date [19] GeneralizedTime OPTIONAL,

    subscription-sv-type [20]  EXPLICIT SVType OPTIONAL,

    subscription-optional-data [21] EXPLICIT OptionalData OPTIONAL }

SubscriptionModifyInvalidData ::= CHOICE {

    subscription-lrn [0] EXPLICIT LRN,

    subscription-new-sp-due-date [1] EXPLICIT GeneralizedTime,

    subscription-old-sp-due-date [2] EXPLICIT GeneralizedTime,

    subscription-old-sp-authorization [3] EXPLICIT ServiceProvAuthorization,

    subscription-class-dpc [4] EXPLICIT DPC,

    subscription-class-ssn [5] EXPLICIT SSN,

    subscription-lidb-dpc [6] EXPLICIT DPC,

    subscription-lidb-ssn [7] EXPLICIT SSN,

    subscription-isvm-dpc [8] EXPLICIT DPC,

    subscription-isvm-ssn [9] EXPLICIT SSN,

    subscription-cnam-dpc [10] EXPLICIT DPC,

    subscription-cnam-ssn [11] EXPLICIT SSN,

    subscription-end-user-location-value [12] EXPLICIT EndUserLocationValue,

    subscription-end-user-location-type [13] EXPLICIT EndUserLocationType,

    subscription-billing-id [14] EXPLICIT BillingId,

    subscription-status-change-cause-code [15]

          EXPLICIT SubscriptionStatusChangeCauseCode,

    subscription-wsmsc-dpc [16] EXPLICIT DPC,

    subscription-wsmsc-ssn [17] EXPLICIT SSN,

    subscription-customer-disconnect-date [18] EXPLICIT GeneralizedTime,

    subscription-effective-release-date [19] EXPLICIT GeneralizedTime,

    subscription-sv-type [20] EXPLICIT SVType,

    subscription-optional-data [21] EXPLICIT OptionalData}

XML:

Note – the XML shown below is the same for both NANC 399 and NANC 400.

<?xml version="1.0" encoding="UTF-8"?>

<xs:schema targetNamespace="urn:npac:lnp:opt-data:1.0" elementFormDefault="qualified" attributeFormDefault="unqualified" xmlns:xs="http://www.w3.org/2001/XMLSchema" xmlns="urn:npac:lnp:opt-data:1.0">

   <xs:simpleType name="SPID">

      <xs:restriction base="xs:string">

         <xs:length value="4"/>

      </xs:restriction>

   </xs:simpleType>

   <xs:simpleType name="Generic-URI">

      <xs:restriction base="xs:string">

         <xs:minLength value="1"/>

         <xs:maxLength value="255"/>

      </xs:restriction>

   </xs:simpleType>

   <xs:complexType name="OptionalData">

      <xs:sequence>

        <xs:element name="ALTSPID" type="SPID" nillable="true" minOccurs="0"/>

        <xs:element name="VOICEURI" type="Generic-URI" nillable="true" minOccurs="0"/>

        <xs:element name="MMSURI" type="Generic-URI" nillable="true" minOccurs="0"/>

        <xs:element name="POCURI" type="Generic-URI" nillable="true" minOccurs="0"/>

        <xs:element name="PRESURI" type="Generic-URI" nillable="true" minOccurs="0"/>

      </xs:sequence>

   </xs:complexType>

   <xs:element name="OptionalData" type="OptionalData"/>

</xs:schema>
Origination Date:  01/13/05

Originator:  VeriSign
Change Order Number:  NANC 401
Description:  Separate LSMS Association for OptionalData Fields

Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	Y
	High
	High
	High


Business Need:

During the discussion of NANC 400 (OptionalData Fields) at the January 2005 LNPAWG meeting, a concern was raised that provisioning of this new optional data was an issue.  It was stated that it could be handled in two different ways:

· LSMS – Use the current mechanism whereby the NPAC broadcasts porting information to the LSMS, and the LSMS determines which downstream system needs to provision this information.

· NPAC – Use a new mechanism whereby the NPAC allows separate LSMS associations that are divided between their respective downstream systems that will provision this information.  The current mechanism will still be maintained for backwards compatibility.  The separate associations will be accomplished by using separate/different SPID values.  Potentially, two new Managed Objects will be added to accommodate the new optional data (one for SV, one for NPB).  For example, SP1 uses assocation1 for information pertaining to ports in the circuit-switched network, and association2 for ports in the IP network.  The NPAC would broadcast data to association1, association2, or both association1 and association2, depending on the SV Type.  For SP2 that continues to use the current mechanism, the NPAC would continue to broadcast all SV data on their single LSMS association.

By providing this new mechanism, the NPAC provides flexibility for Service Providers to implement a provisioning function of ported SV data that supports both traditional circuit-switched networks and the new IP networks.

Description of Change:

This change order would modify the NPAC to support a separate LSMS association, using a different SPID, for the data in the NPB/SV OptionalData fields.  The NPAC would manage the distribution of LSMS broadcasts such that LSMSs that support this new optional data feature would have NPB/SV porting data broadcast down the appropriate LSMS association, and LSMSs that use the current mechanism would continue to have all NPB/SV porting data broadcast down their single LSMS association.

Two options were discussed, regarding the filtering of the downloads to the 2nd LSMS association:

1. The NPAC would broadcast all data to association-2, and the LSMS would decide whether or not to store the data.

a. This functionality would be supported under NANC 400.

b. NPAC audits may need a change.

i. If LSMS stores all data, no NPAC change required.

ii. If LSMS only stores OptionalData, then NPAC would need to ignore their discrepancy for conventional port data.

c. NPAC functionality for modify-active, mass update, and disconnect, no NPAC change required.

2. The NPAC would use a new NPB object and new SV object to transmit data between the NPAC and association2.  This will be used for porting data for the NPB/SV OptionalData fields.

a. Two new objects required to support this functionality.

b. NPAC audits will need a change.

i. NPAC must audit based on type of association.

ii. NPAC must handle discrepant data for data that the LSMS is not supporting, and therefore, not consider it discrepant.

c. NPAC functionality for modify-active, mass update, and disconnect, will need a change.  Must send the correct object to the applicable LSMS.

Major points/processing flow/high-level requirements:

1. The NPAC broadcasts NPB/SV porting data to all LSMSs, which in turn provision elements in their respective Service Provider’s networks.  In order to accommodate NPB/SV OptionalData fields introduced by NANC 400, Service Providers may institute separate provisioning flows.  Individual Service Providers may decide to implement these separate flows through the use of separate LSMS associations with the NPAC.
a. Conventional NPB/SV porting data would continue to be broadcast on the current LSMS association.
b. In order to meet some Service Provider’s provision needs, an LSMS will be allowed to establish a dedicated LSMS association for data associated with NPB/SV OptionalData fields.  This will be accomplished by using a different SPID than the one used for conventional porting data (1a above).  There are two options for receiving the OptionalData fields.
i. The data for this second association will use existing objects (SV object which will include subscription OptionalData fields, NPB object which will include pooled block OptionalData fields).  Hereafter this is referred to as Option-1.
ii. The data for this second association will use new objects (SVOptionalData object for subscription OptionalData fields, NPBOptionalData object for pooled block OptionalData fields).  Hereafter this is referred to as Option-2.
2. Option-2 only.  A new SP specific tunable, Channel for LSMS Unbundled Enhancement (CLUE), will indicate whether or not an LSMS ONLY supports receiving the new OptionalData objects.  One new object will contain SV data, the second one will contain NPB data.
3. Option-2 only.  CLUE (when value set to TRUE) will be used to allow a Service Provider, by using a different SPID value, to establish an LSMS association specifically for data associated with the new OptionalData objects.
4. Both Option-1 and Option-2.  LSMS function masks do not require any changes.
5. Option-2 only.  NPAC processing in a CLUE environment.  Applicable for Service Providers with CLUE set to TRUE.

a. When a Service Provider does not support CLUE with the NPAC:

i. The new OptionalData objects WILL NOT be generated by the NPAC for downloading to the LSMS.

ii. All LSMS traffic (network data, NPB data, SV data, notifications, NPB OptionalData, SV OptionalData) flows across the one LSMS association.  Success/failure of the download is BAU.

iii. Priority and Type of message is BAU.

iv. LSMS Recovery is BAU.

v. An NPB/SV Query is BAU.

vi. If the Service Provider has enabled OptionalData fields in their NPAC Profile, these attributes will be broadcast across the one LSMS association.

b. When a Service Provider does support CLUE with the NPAC:

i. The new OptionalData objects WILL be generated by the NPAC for downloading to the LSMS.  The actual data will be based on which OptionalData fields are enabled in their NPAC Profile.

ii. The NPAC sends LSMS data based on current functionality mask.

iii. LSMS associates to the NPAC with the existing functionality mask (“Association2”, which is the only association from the second SPID).  Only applicable traffic (network data, notifications, the new NPBOptionalData object, the new SVOptionalData object) flows across “Association2”.  Success/failure of the download is BAU.

iv. LSMS Recovery is based on the functionality supported by that binding association, as described in 5-b-iii, above.

v. Queries will change based on the functionality supported by that binding association, as described in 5-b-iii, above.

6. NPAC processing will change to accommodate audits for association2.  For association1, no change to audits is required.

a. Option-1 only.  The NPAC will use the Service Provider profile settings to determine if the new OptionalData fields are involved, but using the existing SV and NPB objects.  Each LSMS will need to respond back to the NPAC query request, based on current data.  The NPAC will process the responses, compare to the NPAC data, and send any updates if needed.  In the case of a CLUE-less LSMS, conventional porting data is not expected, so no discrepancies will be reported back to the requesting SOA.

b. Option-2 only.  The NPAC will use a combination of the Service Provider profile settings, plus the CLUE indicator to determine if the new OptionalData objects are involved.  Each LSMS will need to respond back to the NPAC query request, based on current data.  The NPAC will process the responses, compare to the NPAC data, and send any updates if needed.  In the case of a CLUE LSMS, conventional porting data is not expected, so no discrepancies will be reported back to the requesting SOA.

7. If an LSMS indicates that it supports CLUE, but they don’t change any of their SP Profile flags and therefore don’t support any OptionalData fields, it becomes a dark association for NPB/SV data, because no downloads are generated nor sent to that new association.

Requirements:

Option 1 and 2:

None.
Option 1 Only:

Req 1
Audit OptionalData Only Tunable

NPAC SMS shall provide a Service Provider Audit OptionalData Only tunable parameter which defines whether an LSMS supports only OptionalData information.

Req 2
Audit OptionalData Only Tunable – Default

NPAC SMS shall default the Service Provider Audit OptionalData Only tunable parameter to FALSE.

Req 3
Audit OptionalData Only Tunable – Modification

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider Audit OptionalData Only tunable parameter.

Req 4
Audit Processing in an OptionalData Only Configuration

NPAC SMS shall, when processing the audit query results from an OptionalData Local SMS (Service Provider Audit OptionalData Only tunable parameter set to TRUE), audit the following attributes:

1. SV-ID

2. TN

3. SPID

4. Activation TS

5. SV Type

6. OptionalData

a. Alternative SPID (only Service Provider Local SMSs that support this attribute will be audited on this attribute)

b. Voice URI (only Service Provider Local SMSs that support this attribute will be audited on this attribute)

c. MMS URI (only Service Provider Local SMSs that support this attribute will be audited on this attribute)

d. PoC URI (only Service Provider Local SMSs that support this attribute will be audited on this attribute)

e. Presence URI (only Service Provider Local SMSs that support this attribute will be audited on this attribute)

Req 5
Audit Processing in a Conventional Porting Configuration

NPAC SMS shall, when processing the audit query results from a conventional Local SMS (Service Provider Audit OptionalData Only tunable parameter set to FALSE), audit the attributes, as defined in requirement R8-3 (Service Providers Specify Audit Scope).

Option 2 Only:

Req 1
Channel for LSMS Unbundled Enhancement Tunable

NPAC SMS shall provide a Service Provider Channel for LSMS Unbundled Enhancement tunable parameter which defines whether an LSMS supports OptionalData objects.

Req 2
Channel for LSMS Unbundled Enhancement Tunable – Default

NPAC SMS shall default the Service Provider Channel for LSMS Unbundled Enhancement tunable parameter to FALSE.

Req 3
Channel for LSMS Unbundled Enhancement Tunable – Modification

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider Channel for LSMS Unbundled Enhancement tunable parameter.

Req 4
Sending of OptionalData Objects when CLUE Channel is Active

NPAC SMS shall send OptionalData objects for a particular Service Provider across a CLUE channel when it is active.
Req 5
Subscription Version OptionalData Objects Recovery

NPAC SMS shall provide a mechanism that allows an LSMS to recover subscription version OptionalData objects downloads that were missed during a broadcast to the LSMS.

Req 6
Subscription Version OptionalData Objects Recovery Only in Recovery Mode

NPAC SMS shall allow an LSMS to recover OptionalData objects ONLY in recovery mode.

Req 7
Subscription Version OptionalData Objects Recovery – Order of Recovery

NPAC SMS shall recover all OptionalData objects download broadcasts in time sequence order when OptionalData objects are requested by the LSMS.

Req 8
Subscription Version OptionalData Objects Recovery – Time Range Limit

NPAC SMS shall use the Maximum Download Duration Tunable to limit the time range requested in an OptionalData objects recovery request.

Req 9
Subscription Version OptionalData Objects Recovery – SWIM

NPAC SMS shall allow an LSMS to recover OptionalData objects using a SWIM recovery request.

Req 10
Subscription Version OptionalData Objects Recovery – LSMS Data

NPAC SMS shall allow the LSMS to only recover OptionalData object downloads intended for the LSMS.

Req 11
Subscription Version Information Bulk Data Download – OptionalData Objects

NPAC SMS shall use the Service Provider’s profile (Channel for LSMS Unbundled Enhancement Flag set to TRUE), and only include OptionalData subscription version objects in the subscription version bulk data download file.

Req 12
Subscription Version Information Bulk Data Download – Subscription Version Objects

NPAC SMS shall use the Service Provider’s profile (Channel for LSMS Unbundled Enhancement Flag set to FALSE), and only include regular subscription version objects in the subscription version bulk data download file.

Req 13
Query for Subscription Versions using the OptionalData Object

NPAC SMS shall use the Service Provider’s profile (Channel for LSMS Unbundled Enhancement Flag set to TRUE), and only send a subscription version query for the OptionalData subscription version object in an audit.

Req 14
Query for Subscription Versions using the Subscription Version Object

NPAC SMS shall use the Service Provider’s profile (Channel for LSMS Unbundled Enhancement Flag set to FALSE), and only send a subscription version query for the regular subscription version object in an audit.

IIS:

Option 1 and 2:

None.

Option 1 Only:

None.

Option 2 Only:

Add to the end of Chapter 5:

5.x – CLUE Channel for OptionalData Objects

A Service Provider may connect to the NPAC SMS using a “second” LSMS system (different SPID value), in order to receive OptionalData objects.  The NPAC SMS will send OptionalData objects instead of standard SV/NPB objects when the SP specific tunable, Channel for LSMS Unbundled Enhancement (CLUE), is set to TRUE.  This allows a Service Provider to have the NPAC SMS separate out downloads for convention porting data versus IP data, using the new SV and NPB objects.

For audit queries, the NPAC will use a combination of the Service Provider profile settings, plus the CLUE indicator to determine if the new OptionalData objects are involved.  If they are involved, the NPAC SMS will queries for the OptionalData objects rather than the conventional SV/NPB objects.  Each LSMS will need to respond back to the NPAC query request, based on current data.  The NPAC will process the responses, compare to the NPAC data, and send any updates if needed.  In the case of a CLUE LSMS, conventional porting data is not expected, so no discrepancies will be reported back to the requesting SOA.

New message flows for the following:

1. SV Activate – Download to the LSMS using the OptionalData Object

2. SV Modify-Active – Download to the LSMS using the OptionalData Object

3. SV Disconnect – Download to the LSMS using the OptionalData Object

4. SV Query – Request to the LSMS for the OptionalData Object

5. NPB Activate – Download to the LSMS using the OptionalData Object

6. NPB Modify-Active – Download to the LSMS using the OptionalData Object

7. NPB Disconnect – Download to the LSMS using the OptionalData Object

8. NPB Query – Request to the LSMS for the OptionalData Object

The basic steps:

1. NPAC SMS sends message to LSMS, (.

2. LSMS responds back to NPAC SMS, (.

GDMO:

TBD.
ASN.1:

TBD.
Origination Date:  03/30/05

Originator:  NeuStar
Change Order Number:  NANC 403
Description:  Only Allow Recovery Messages to be sent during Recovery

Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	
	
	TBD
	TBD
	TBD


Business Need:

The current documentation does NOT specifically state that ALL recovery messages should only be sent to the NPAC during recovery (it is currently indicated for notifications and SWIM data).  This change order will clarify the documentation to include ALL data.

This will require some operational changes for Service Providers that utilize Network Data and/or Subscription Data recovery while in normal mode.

Description of Change:

The proposed solution is to update the FRS, IIS and GDMO recovery description to indicate that network data and subscription data recovery requests sent during normal mode will be rejected.

No sunset policy will be implemented with this change order.

Dec 05 – moved to Accepted per LNPAWG discussion.

Requirements:

Req 1       All Data Recovery Only in Recovery Mode

NPAC SMS shall allow a SOA or LSMS to recover data ONLY in recovery mode.

Req 2       Recovery Restriction Tunable Parameter
NPAC SMS shall provide a Regional Recovery Restriction in Recovery Mode Only tunable parameter which is defined as an indicator on whether or not the restriction of recovery requests only be allowed while in recovery mode is supported by the NPAC SMS for a particular NPAC Region.

Req 3       Recovery Restriction Tunable Parameter Default
NPAC SMS shall default the Regional Recovery Restriction in Recovery Mode Only tunable parameter to TRUE.

Req 4       Recovery Restriction Tunable Parameter Modification
NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Regional Recovery Restriction in Recovery Mode Only tunable parameter.

IIS:

IIS, section 5.2.1.9, add the following text:

All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).

IIS, section 5.3.4, change the following text:

Service Provider and Notification All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).

GDMO:

GDMO, lnpDownload notification, add the following text in the behavior section:

All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).

ASN.1:

No Change Required.







� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is “port-protected” since to allow the block’s creation would result in an inadvertent port of these numbers if the block eventually is assigned to another switch.  But the intra-SP porting activity required before creating a contaminated block must be allowed to occur without requiring end-users to temporarily lift the port restrictions on their numbers.  It therefore appears that an exception to the port protection validation is required, to allow a protected number to be intra-SP ported even if the number is “Port Protected.”  Without network data that is unavailable to NPAC today, the NPAC could not reliably determine whether an intra-SP port maintains the telephone number’s association with the same switch from which the number was served before the intra-SP port occurred.  A reasonable compromise appears to suppress the “Port-Protect” check when validating intra-SP ports rather than develop an elaborate validation process to address this scenario more completely.


� A modify of an active SV’s or block’s LRN can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  NeuStar is not proposing the “Port Protect” validation be applied to Modify actions because of the complexity of such validation.


� The validation of intra-SP ports occurs only if the involved SP has indicated in its NPAC SMS profile that this validation is desired.


� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is on the Port Protection list, since to allow the block’s creation would result in an inadvertent port of these numbers when (if) the block eventually is assigned to another switch.  But the intra-SP porting activity, necessary before creating a contaminated block, is allowed to occur without requiring that the port restrictions be lifted from TNs in the block.  This exception to the Port Protection validation is provided in order to allow a TN to be intra-SP ported even if the TN is on the Port Protection list.  The option to include intra-SP ports in the Port Protection validation process is provided at the individual LSP’s request.


� A modify of the LRN in an active SV or block record also can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  However, NeuStar is not proposing the Port Protection validation be applied to Modify actions because of the complexity of such a validation.


� Meaning any service provider (facility-based or otherwise) providing voice service over IP
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